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MULTI-CHANNEL SPEECH ENHANCEMENT
SYSTEM AND METHOD BASED ON
PSYCHOACOUSTIC MASKING EFFECTS

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority to U.S. Provisional Patent
Application Ser. No. 60/290,289, filed on May 11, 2001.

TECHNICAL FIELD

The present invention relates generally to a system and
method for enhancing speech signals for speech processing,
systems (e.g., speech recognition). More particularly, the
invention relates to a system and method for enhancing
speech signals using a psychoacoustic noise reduction pro-
cess that filters noise based on a multi-channel recording of
the speech signal to thereby enhance the useful speech signal
at a reduced level of artifacts.

BACKGROUND

In speech processing systems such as speech recognition,
for example, it 1s desirable to remove noise from speech
signals to thereby obtain accurate speech processing results.
There are various techniques that have been developed to
filter noise from an audio signal to obtain an enhanced signal
for speech processing. Many of the known techniques use a
single microphone solution (see, e.g., “Advanced Digital
Signal Processing and Noise Reduction”, by S. V. Vaseghi,
John Wiley & Sons, 2”¢ Edition, 2000).

For example, one approach for speech enhancement,
which 1s based on psychoacoustic masking ellects, 1s pro-
posed 1 the article by S. Gustafsson, et al., 4 Novel
Psychoacoustically Motivated Audio Enhancement Algo-
vithm Preserving DBackground Noise Characteristics,
ICASSP, pp. 397-400, 1998, which 1s incorporated herein
by reference. Briefly, this method uses an observation from
human hearing studies known as “tonal masking”, wherein
a given tone becomes 1maudible by a listener 11 another tone
(the masking tone) having a similar or slightly different
frequency 1s simultaneously presented to the listener. A
detailed discussion of “tonal masking” can be found, for
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example, in the reference by W. Yost, Fundamentals of 45

Hearing—An Introduction, 4” Ed., Academic Press, 2000.

More specifically, for a given speech signal (or more
particular, for a given spectral power density), there 1s a
psychoacoustic spectral threshold such that any interferer of
spectral power below such threshold becomes unnoticed. In
most de-noising schemes, there 1s a trade ofl between speech
intelligibility (e.g., as measured by an “articulation imdex”
defined 1n the reference by J. R. Deller, et al., Discrete-Time
Processing of Speech Signals, IEEE Press, 2000) and the
amount of removed noise as measured by SNR (signal-to-
noise ratio) (see, the above-incorporated Gustafsson, et al.
reference). Therefore, the entire removal of the noise from
the speech signal 1s not necessarily desirable or even fea-

sible.

Other noise reduction schemes that are known 1n the art
employ two or more microphones to provide increased
signal to noise ratio of the estimated speech signal. Theo-
retically, multi-channel techniques provide more informa-
tion about the acoustic environment and theretore, should
offer the possibility for improvement, especially in the case
of reverberant environments due to multi-path eflects and
severe noise conditions known to aflect the performance of
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known single channel techmiques. However, the eflfective-
ness of multiple channel techniques for a few microphones
1s yet to be proven.

For example, known beamiorming techniques and, in
general, conventional approaches that are based on micro-
phone arrays, may achieve relatively small SNR improve-
ments 1n the case of a small number of microphones. In
addition, some multi-channel techniques may result 1n
reduced intelligibility of the speech signal due to artifacts in
the speech signal that are generated as a result of the
particular processing algorithm.

Therelore, a speech enhancement system and method that
would provide significant reduction of noise 1n a speech
signal while maintaining the intelligibility of such speech
signal for purposes of improved speech processing (e.g.,
speech recognition) would be highly desirable.

SUMMARY OF THE INVENTION

The present invention 1s generally directed to a system
and method for enhancing speech using a multi-channel
noise filtering process that i1s based on psychoacoustic
masking eflects. A speech enhancement/noise reduction
scheme according to the present mvention 1s designed to
satisly the psychoacoustic masking principle and to mini-
mize the signal total distortion by exploiting the multiple
microphone signals to enhance the useful speech signal at
reduced level of artifacts.

A noise reduction system and method according to the
present invention utilizes a noise filtering method that pro-
cesses a multi-channel recording of the speech signal to filter
noise from an mput audio/speech signal. A preferred noise
filtering method 1s based on a psychoacoustic masking
threshold and calibration parameter (e.g., relative impulse
response between the channels). Preferably, the noise 1s
reduced down to the psychoacoustic threshold, but not
below such threshold, which results 1n an estimated filtered
(enhanced) speech signal that comprises a reduced level of
artifacts. Advantageously, the present invention provides
enhanced, intelligible speech signals that may be further
processed (e.g., speech recognition) with improved accu-
racy.

In one aspect of the invention, a method for filtering noise
from an audio signal comprises obtaining a multi-channel
recording of an audio signal, determining a psychoacoustic
masking threshold for the audio signal, determining a filter
for filtering noise from the audio signal using the multi-
channel recording, wherein the filter 1s determined using the
masking threshold, and filtering the multi-channel recording
using the filter to generate an enhanced audio signal.

The method further comprises determining a calibration
parameter for the input channels. Preferably, the calibration
parameter comprises a ratio of the impulse response of
different channels. The calibration parameter i1s used to
compute the filter.

In another aspect, the calibration parameter 1s determined
by processing a speech signal recorded in the different
channels under quet conditions. For example, in one
embodiment, the calibration parameter 1s determined by
processing channel noise recorded 1n the different channels
to determine a long-term spectral covariance matrix, and
then determining an eigenvector of the long-term spectral
covariance matrix corresponding to a desired eigenvalue.

In yet another aspect, the calibration parameter 1s deter-
mined using an adaptive process. In one embodiment, the
adaptive process comprises a blind adaptive process. In
other embodiments, the adaptive process comprises a non-
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parametric estimation process using a gradient algorithm or
a model-based estimation process using a gradient algo-
rithm.

In another aspect, a noise spectral power matrix 1s deter-
mined using the multi-channel recording, and the signal
spectral power 1s determined using the noise spectral power
matrix. The signal spectral power 1s used to determine the
masking threshold, and the noise spectral power matrix 1s
used to determine the filter.

In yet another aspect, the method comprises detecting
speech activity 1n the audio signal, and updating the noise
spectral power matrix at times when speech activity 1s not
detected 1n the audio signal.

These and other objects, features and advantages of the
present invention will be described or become apparent from
the following detailed description of preferred embodi-
ments, which 1s to be read 1n connection with the accom-
panying drawings.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram of a speech enhancement
system according to an embodiment of the present imnven-
tion.

FI1G. 2 1s a flow diagram of a speech enhancement method
according to one aspect of the present invention.

FIGS. 3a and 3b are diagram illustrating exemplary input
wavelorms of a first and second channel, respectively, 1n a
two-channel speech enhancement system according to the
present invention.

FIG. 3¢ 1s an exemplary diagram of the output waveform
of a two-channel speech enhancement system according to
the present mnvention.

DETAILED DESCRIPTION OF PR
EMBODIMENTS

L1
=y

ERRED

The present invention 1s generally directed to a system
and method for enhancing speech using a multi-channel
noise {iltering process that i1s based on psychoacoustic
masking effects. A speech enhancement system and method
according to the present invention utilizes a noise filtering
method that processes a multi-channel recording of an audio
signal comprising speech to filter the mput audio signal to
generate a speech enhanced (filtered) signal. A preferred
noise filtering method utilizes a psychoacoustic masking,
threshold and a calibration parameter (e.g., ratio of the
impulse response of different channels) to enhance the
speech signal. Preferably, the noise 1s reduced down to the
psychoacoustic threshold, but not below such threshold,
which results 1n an estimated (enhanced) speech signal that
comprises a reduced and minimal level of artifacts.

It 1s to be understood that the systems and methods
described herein 1n accordance with the present mvention
may be mmplemented 1n various forms ol hardware, soft-
ware, lirmware, special purpose processors, or a combina-
tion thereof. Preferably, the present invention i1s i1mple-
mented in soltware as an application comprising program
instructions that are tangibly embodied on one or more
program storage devices (e.g., magnetic toppy disk, RAM,
CD ROM, ROM and Flash memory), and executable by any
device or machine comprising suitable architecture.

It 1s to be further understood that since the constituent
system modules and method steps depicted in the accom-
panying Figures are preferably implemented 1n software, the
actual connections between the system components (or the
flow of the process steps) may differ depending upon the

10

15

20

25

30

35

40

45

50

55

60

65

4

manner i which the present imvention i1s programmed.
Given the teachings herein, one of ordinary skill in the
related art will be able to contemplate these and similar
implementations or configurations of the present invention.

FIG. 1 1s a block diagram of a speech enhancement
system 10 according to an embodiment of the present
invention. The system 10 comprises an input microphone
array 11 and a speech enhancement processor 12. For
purposes of 1llustration, the exemplary psychoacoustic noise
reduction system 10 comprises a two-channel scheme,
wherein a second microphone signal 1s used to further
enhance the useful speech signal at reduced level of artifacts.
It 1s to be understood, however, that FIG. 1 should not be
construed as any limitation because a speech enhancement
and noise filtering method according to this mvention may
comprise a multi-channel framework having 3 or more
channels. Various embodiments for multi-channel schemes
will be described herein.

A multi-channel speech enhancement/noise reduction sys-
tem (e.g., the dual-channel scheme of FIG. 1) can be used,
for example, 1n real oflice or car environments. The system
can be implemented as a front-end processing component
for voice enhancement and noise reduction i a voice
communication or speech recognition device. Preferably, a
source of interest S 1s localized, wherein 1t 1s assumed that
the microphones of microphone array 11 are placed at
substantially fixed locations with respect to the speech
source S (e.g., the user (speaker) 1s assumed to be static with
respect to the microphones while using the speech process-
ing device). However, adaptive mechamisms according to
the present mvention can be used to account for, e.g.,
movement of the source S during use of the system.

The signal processing front-end 12 comprises a sampling,
module 13 that samples the iput signals received from the
microphone array 11. In a preferred embodiment, the sam-
pling module 13 samples the input signals 1n the frequency
domain by computing the DF'T (Discrete Fourier Transform)
for each input channel. The speech processor 12 further
comprises a calibration module 14 for determining a cali-
bration parameter K that 1s used for filtering the input audio
signal. In one preferred embodiment, K 1s an estimate of the
transier function ratios between channels. As explained in
further detail below, K may be a static parameter that is
determined or set (default parameter) only at initialization,
or K may be a dynamic parameter that 1s determined/set at
initialization and then adapted during use of the system 10.

In a speech enhancement/noise reduction system com-
prising a two-channel framework (wherein a second micro-
phone signal 1s used to further enhance the usetul speech
signal at reduced level of artifacts), a mixing model accord-
ing to an embodiment of the mvention 1s given by:

(1)

X1 ()= (0)+n,(2)

X, (O)=ks()+n,(1) (2)
where x,(t) and x,(t) are the measured input signals, s(t)1s
the speech signal as measured by the first microphone 1n the
absence of the ambient noise, and n,(t) and n,(t) are the
ambient nose signals, all sampled at moment t.

-

T'he sequence k represents the relative impulse response
between the two channels and 1s defined 1n the frequency
domain by the ratio of the measured input signals X,°, X,°
in the absence of noise:
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K(w) = X—i )
1

Since a speech enhancement method according to the
present invention 1s preferably applied in the frequency
domain, the sequence k(t) 1s defined as the function K(w).
Accordingly, 1n the frequency domain, the mixing model
(equations 1 and 2) becomes:

X1 (w)=S(w)+N(w) (4)

(3)

The speech processor 12 turther comprises a VAD (voice
activity detection) module 15 for detecting whether voice 1s
present 1n a current frame of data of the recorded audio
signal. Although any suitable multi-channel voice detection
method may be used, a preferred voice detection method 1s
described 1 the publication by J. Rosca, et al., “Multi-
channel Source Activity Detection”, In Proceedings of the
European Signal Processing Conference, EUSIPCO, 2002,
Toulouse, France, which 1s fully incorporated herein by
reference.

Further, in the illustrative embodiment, the voice activity
detector module 15 determines a noise spectral power matrix
R , which 1s used in a noise filtering process. In one
embodiment, the noise spectral power matrix R, 1s dynami-
cally computed and updated. In accordance with the present
invention, an ideal noise spectral power matrix (for a two
channel framework) 1s defined by:

|,

where E 1s the expectation operator. In one embodiment of
the 1nvention, the ideal noise spectral power matrix 1s
estimated using the frequency domain representation of the
iput signals X, (w)and X,(w) as follows:

Xl}
X2

wheremn R, " denotes an updated noise spectral power
matrix that 1s estimated using the old (last computed) noise

Xo(W)=K(w)S(w)+N,(w)

(6)

E?n [Nl NE]

(6a)

R = (1-a)R" + (X, X,]

spectral power matrix R °*“, and wherein €98 denotes a
learning rate, which 1s a predefined experimental constant
that 1s determined based on the system design. In a two-
channel system such as depicted i FIG. 1, a preferred value

1s (F=0.1.

When voice 1s not detected in the current frame of data,
the VAD module 15 will update the noise spectral power
matrix R, using equation (6a), for example. Other methods
for determining the noise spectral power matrix are
described below.

The speech enhancement processor 12 further comprises
a filter parameter module 16, which determines filter param-
cters that are used by filter module 17 to generate an
enhanced/filtered signal S(w) 1n the frequency domain. An
IDFT (inverse discrete Fourier transform) module 18, trans-
forms the frequency domain representation of the enhanced
signal S(w) into a time domain representation s(t). Various
methods according to the invention for filtering a multi-

channel recording using estimated filter parameters will be
described 1n detail below.
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FIG. 2 1s a flow diagram of a speech enhancement method
according to one aspect of the present invention. For pur-
poses of illustration, the method of FIG. 2 will be described
with reference to a two-channel system, but the method of
FIG. 2 1s equally applicable to a multi-channel system with
3 or more channels.

In general, the method of FIG. 2 comprises two processes:
(1) a calibration process whereby noise reduction parameters
are estimated or set (default parameters) upon 1nitialization
of the multi-channel system; and (1) a signal estimation
process whereby the iput signals 1 each channel are
filtered to generate an enhanced signal.

During use of the speech system, a two-channel speech
enhancement process according to the invention uses X, (w),
X,(w), the DFT on current time frame of x,(t), x,(t) win-
dowed by w, and an estimate of the noise spectral power
matrix R (e.g.,a 2x2 matrix R, =R, R, ,,R,;R,,) to filter the
input signal and generate an enhanced speech signal.

More specifically, referring now to FIG. 2, during 1nitial-
ization of the speech system, a calibration parameter K 1s
determined (step 20). In one preferred embodiment, K 1s an
estimate of the transfer function ratios between channels. K
1s used for filtering the input audio signal. As explained 1n
further detail below, K may be a static parameter that 1s
determined or set (default parameter) only at initialization,
or K may be a dynamic parameter that 1s determined/set at
initialization and then adapted during use of the system.

In particular, a calibration process can be initially per-
formed to estimate the calibration parameter (e.g., estimate
the ratio of the transfer functions of the channels). In one
embodiment, this calibration process 1s performed by the
user speaking a sentence in the absence (or a low level) of
noise. Based on the two recordings, X, “(t),x,°(t), 1n accor-
dance with one embodiment of the present invention, the
constant K(w) 1s estimated by:

(7)

F
> XS WXTE w)

Kiw) = =

| XE (L wl?

Nk

where X, “(1,w),X,“(l,w) represents the discrete windowed
Fourier transform at frequency w, and time-frame index 1 of
the signals x,“(t),x,°(t), windowed by a Hamming window
w(.) of size 512 samples, for example. Other methods for
performing a calibration to estimate K are described below.

Alternatively, a default parameter K may be set upon
initialization of the system. In this embodiment, the calibra-
tion parameter K 1s predetermined based on the system
design and intended use, for example. Moreover, as noted
above, the calibration parameter K may be determined once
at mitialization and remain constant during use of the
system, or an adaptive protocol may be implemented to
dynamically adapt the calibration to account for, e.g., pos-
sible movement of the speech source (user) with respect to
the microphone array during use of the system.

In addition, upon nitialization, an initial noise spectral
power matrix 1s determined (step 21). In one embodiment of
the present invention, this imitial value 1s preferably com-

puted using equation (6a) with €¢9%=1, 1.e.,

initial ST —
R, [ X1 X2].

X2
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Other methods for determining the initial noise spectral
power matrix are described below.

After initialization of the system (e.g., steps 20 and 21),
a signal estimation process 1s performed to enhance the
user’s voice signal during use of the speech system. The
system samples the input signal in each channel 1 the
frequency domain (step 22). More specifically, in the exem-
plary embodiment, X, and X, are computed using a win-
dowed Fourier transtorm of current data x,, X,. During
operation of the speech system, whenever voice activity 1s
not detected in the put signal (negative determination in
step 23) the noise spectral power matrix R, 1s updated (step
24). In accordance with one embodiment of the present
invention, this update process 1s performed using equation
(6a) (other methods for updating the noise spectral power
matrix are described below). By updating R, on such basis,
the efliciency of noise filtering process will be maintained at
an optimal level.

In addition, if adaptive estimation of K 1s desired (aflir-
mative result in step 25), the calibration parameter K will be
adapted (step 26). K 1s dynamically updated using, for
example, any of the methods described herein.

As the mput signal 1s received and sampled (and the noise
parameters updated), the signal spectral power p. 1s deter-
mined (step 27), preferably using spectral subtraction on
channel one. By way of example, according to one embodi-
ment of the present invention, the signal spectral power 1s
determined by estimating the signal spectral power for a
two-channel system as follows:

x, 1t x>0

()
ps =0(X1* = Ry1), 6(x) = {

0, otherwise

Other methods for determining the signal spectral power are
described below.

Next, the psychoacoustic masking threshold R, 1s deter-
mined using the signal spectral power, p, (step 28). In a
preferred embodiment, the masking threshold R, 1s com-
puted using the known ISO/IEC standard (see, ¢.g., Inter-
national Standard. Information lechnology—Coding of mov-
ing pictures and associated audio for digital media up to
about 1.5 Mbits/s—Part 3: Audio. ISO/IEC, 1993).

Next, the filter parameters are determined (step 29) using
the masking threshold, R, the noise spectral power matrix
R, and the calibration parameter K. In a two-channel

system, one method for estimating filter parameters A, B, 1s
as follows:
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A, =&+ (R — RZIK)\/

(Ri1 R — |R2|P)(Ras + R |K|* = R12K — Ry K)

Rt

B, = (R K - Rlz)\/
and then:

(1, 0),

it [A, + B, K| > 1
(A, B) =
(ADS BD)&

otherwise.

Further details of various embodiments of the filter param-
cter estimation process will be described hereaftter.

Next, the mput signals are filtered using the filter param-
eters to compute an enhanced signal (step 30). For example,

(R11 Ry — |R121*)(Ro2 + Ry (|K|* = R12K — Ry K)

65

8

in the exemplary two-channel framework using the above
filter parameters A,B, a filtering process 1s as follows:

S=AX,+BX, (12)

The signal S 1s then pretferably transformed into the time
domain using an overlap-add procedure using a windowed

inverse discrete Fourier transform process to thus obtain an
estimate for the signal s(t) (step 31).

A detailed discussion regarding the filtering process will
now be presented by explaining the basis for equations 9, 10
and 11. In a preferred embodiment for a two-channel frame-
work as described herein, a linear filter [A,B] 1s preferably
applied on the measurements X, X,. The output (estimated
signal S) 1s computed as:

S=AX,+BXy=(4+BK)S+AN+BN,

Preferably, we would like to obtain an estimate of S that
contains a small amount of noise. Let 0=C,, C,=1 be two
given constants such that the desired signal 1s w=S+C,N,+
C,N,. Then the error e=s—w has the variance:

|
e

R.=|A+BK-1Pps+ [A-&{ B-4 1R,

IR
|
oS

Preferably, the filter(s) are designed such that the distor-
tion term due to noise achieves a preset value R, the
threshold masking, depending solely on the signal spectral
power p.. The i1dea 1s that any noise whose spectral power 1s
below the threshold R, 1s unnoticed and consequently, such
noise should not be completely canceled. Furthermore, by
doing less noise removal, the artifacts would be smaller as
well. Thus, following this premise, 1t 1s preferred that the
filter achieve a noise distortion level of R Yet, we have two
unknowns (one for each channel) and one constraint (R ) so
far. This leaves us with one degree of freedom. We can use
this degree of freedom to choose A, B that minimizes the
total distortion. In one embodiment of the invention, an
optimization problem for the two-channel system 1s:

I
e

argming g R,, subjectto [A—-41 B—-40 R,

Sl
|
R

(9)

(10)

(11)

Suppose (A _, B_) 1s the optimal solution. Then we validate
it by checking whether |[Ao+BoKI=1. If not, we choose not
to do any processing (perhaps the noise level 1s already
lower than the threshold, so there 1s no need to amplity 1t).
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Hence:

(A,. B,) if |A, +B,K| <1
(A, B) =

(1, 0)

1f otherwise

Let M(A.B) denote the expression in A, B subject to the
constraint. Using the Lagrange multiplier theorem, for the

lagrangian:

L(4,B,0)=4+BK~1P p +®(4,B)+ MR ~D(4,B))

we obtain the system:

(15)

1 K A-C1 T 1 (1)
Ps 5 _ARH - _PS(I _éul _QUZK) [ }:0
K |K|" B-{5 | K
M(4,B)=R ; (11)

Solving for (A,B) 1n the first equation (1) and inserting the
expression into the second equation (11), we obtain for 8:

B 1 K :
[1 K ]|ps — AR,
K |K[?
1 K :
RH s _A-Rn
K |K[?

Pl =& — LK)

]

Using the Matrix Inversion Lemma (see, e.g., D. G. Mano-
lakis, et al., “Statistical and Adaptive Signal Processing”,
McGraw Hill Series in Electrical and Computer Engineer-

ing, Appendix A, 2000), the equation 1n 8 becomes:

Rys + R11|K|* — Ri2K Ry K .
Ri1 Ras — |R2)? -

psll =81 —H K|

A = Py

\/ Ry + R |K|* = R, K — Ry K
Rr(R11 R — |R12|%)

Replacing 1n Re, we obtain:

R, = Ry + o5l — & = & K)*

(16)

(4 1 J Rr(Ry + Ry1|K|* = R12K — Ry K)
1 =41 - &K Ri1 Ry — Rz

Hence the optimal solution 1s the one with—in equation
(16). Consequently, the optimizer becomes:

Ao =& — (Ray — Ry K)arg (& + &K — 1) (17)

Rr
\/ (Ri1R22 — |R121%) (Roz2 + R1|KI? — Ri2K — Ry 1)

B,=0 - (R K—-Rp)arg(ly +5HK - 1) (13)

Kr

\/ (Ry1 Rys — |R12|%) (Ran + Ry 1K|®) — RipK — R, )
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Then:

Ao =&+ (Rap — R21 K)

10

The more practical form is obtained for C,=C and C,,=0.

(19)

{

and

B, = (R 1K —Rp)

Rr
(R11R22 — |R121%) (R22 + Ry1|K|* — Ri2K — Ry %)

(20)

Rt

\/ (R11R22 = |R121%) (Rp2 + R1|K|* — R12K — Ry )

which are exactly equations 9-11.
Further embodiments of a multi-channel noise reduction
system according to the present mvention will now be

described 1n

detail. In a D-channel framework wherein D

microphone signals, x, (t), . . ., X5(t), record a source s(t) and
noise signal, n,(t), . . . , X5(t), a mixing model according to
another embodiment of the present invention 1s preferably
defined as follows:

L

I (21)

()= ) ags (=) +m @

k=0

Lp
xp(D) = ) apls (1=77) +np(r)
=0

where the terms (a,', T,") denote the attenuation and delay
on the k™ path to microphone L. In the frequency domain,
the convolutions become multiplications. Furthermore,

since we are

not interested 1n balancing the channels, we

redefine the source so that the first channel becomes unity:

X (k,w)y=Stk,w)+N (kW)

Xo(k,w)=K(w)S(k,w)+No (K, w)

(22)

Xplk,w)=Kn(w)S(k,w)+Np(k,w)

wherein k denotes the frame index and w denotes the
frequency imndex. More compactly, the model can be rewrit-

fen as:

X=KS+N

where X, K,

(23)

S. and N are D-complex vectors. With this

model, the following assumptions are made:
1. The transier function ratios K, are known;

2. S(w) are zero-mean stochastic processes with spectral

power p_(W)=E[ISF];
3. (N,,N,, ..
the following spectral covariance matrix:

E[|N(|%, E[N/ N3], ... , E[NNp]

E[N,N{1, E[IN»|%, ... , E[N.Np]

R,(w) = - and

| E[NpN\], E[NpN3], ... , E[INp|*]

4. S 1s mdependent of n.

., N,,) 1s a zero-mean stochastic signal with

(24)

A detailed discussion of methods for estimating K, A_and
R, according to embodiments of the invention will be

described bel

OW.
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In the multi-channel embodiment with D channels, pret-
erably, a linear filter:

A=[4, A; Ap] (25)
1s applied to the measured signals X, X, . .. X . The output
of the filter 1s:

D (26)
Y = ZA,{Xg — AKS + AN.
=1

The goal 1s to obtain an estimate of S that contains a small
amount of noise. Assume that 0=C, ... ,(,=1 are constants
such that the desired signal 1s w=S+C,N,+C,N,+. . . +C,N,.
Then the error e=s—w has the variance R_=IAK-1Ip_+(A—
OR, (A*-CY) where T=[C,, . . ., C,,] is a 1xM vector of
desired levels of noise. As explained above, it 1s preferable
that the filter achieve a noise distortion level of R.. The D-1
degrees of freedom are used to choose A that minimizes the
total distortion. Preferably, the optimization problems
becomes:

arg min R _, subject to (4-C)R (A*-TH)=R; (27)

Assuming A_ denotes an optimal solution, then we vali-
date it by checking whether IA_KI= 1. If not, no processing
1s performed because the noise level i1s lower than the
threshold and there 1s no reason to amplity i1t. Therefore:

if |AK| <1

.\ A, (23)
(1,0, ...,0) if otherwise.

Setting B=A-C, and constructing the Lagrangian:

L(B,.L)=BK+{K-1Pp +BR, B*+A(BR B*-R.), we obtain
the system:

K*BK+CK-1)p,+B5R,+ABR,=0
K(K*B*+B*C'~1)p,+R _B*+A\R _B*=0

BR_B*-R,=0

Solving for B 1n the first equation and inserting the
expression 1nto the second equation, we obtain with u=(1+

M)/ p., the threshold:

RT=I1-CKPK*(uR +KK*Y 'R (LR +KK*) 'K

Using the Inversion Lemma (see, e.g., S. V. Vaseghi,

Advanced Digital Signal Processing and Noise Reduction,
John Wiley & sons, 2nd Edition, 2000), the equation in :
becomes:

Rr

u=-KR'K+]|l —._/;’Kl\/

Replacing 1n Re, we obtain:

R =R +p=VRAK*R,K)-I1-CTKI.

Hence, the optimal solution i1s the solution with “+” 1n
equation (29). Consequently, the optimizer becomes:
30)
. 1-¢K Ry B (
Ao =0+ T—ZK] \/K*RHIK K=R .
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A more practical form is obtained for C,=C and C,=0, k>1.

Then:

Ry (31)

_ —1
A, = (£, 0, ... ,0)+\/K$RH1K K +R;

and

A K=Cr (K*R.K).

The following 1s a detailed description of other preferred
methods for estimating the transfer function ratios K and
spectral power densities As and Rn according to the mnven-
tion. It 1s assumed that an 1deal VAD signal 1s available. For
example, 1n accordance with the present invention, there are
various methods for estimating K that may be implemented:
(1) an 1deal estimator of K done through a subspace method;
(11) a non-parametric estimator using a gradient algorithm;
and (111) a model-based estimator using a gradient algorithm.
The 1deal estimator can be thought of as an initialization of
an adaptive procedure, whereas the non-parametric and
model-based estimators can be used to adapt K blindly.

Ideal Estimator of K: Assume that a set of measurements
are made under quiet conditions with the user speaking,
wherein x,(t), . . . , X,(t) denotes such measurements and
wherein X, (k,w), . . ., X,(k,w) denote the time-frequency
domain transform of such signals. Assuming that the only
noise 1s microphone noise (hence independence among
channels) 1s recorded, the noise spectral power covariance 1n
equation (24) is R, (w)=0, *(w)I, which turns the measured
signal long-term spectral power density (1.e., time-averaged)
nto:

R (w)=p,(WKK*+0,*(w)Ip,. (32)

r

T'his suggest a subspace method to estimate K. Indeed, K
1s the eigenvector of Rx corresponding to the largest e1gen-
value A __=p |K|*+0,”. Thus, K is preferably estimated by
first computing the long term spectral covariance matrix Rx,
and then determining K as the eigenvector corresponding to
the largest eigenvalue of Rx.

Adaptive Non-Parametric Estimator of K

Assuming that the measurements X, . . ., X,, contain signal
and noise (equation (21)). Assume further that we have
estimates of the noise spectral power R, the signal spectral
power A_, and an estimate of K' that we want to update. The
measured signal (short-time) spectral power R (k,w) 1s:

R (e w)=p,(k, w)KK*+R, (k,w) (33)
We want to update K to K'=K+AK constrained by |AK]|
small, and AK=[0A]?, where A=[AK, . .. AK ], which best
fits equation (33) 1in some norm, preferably the Frobemus
norm, ||Al"=trace{AA*}. Then the criterion to minimize
becomes:

J(X)=tracer{(R,~R,~p,(K+[OA]")(K+[0A]")*)*} (34)
The gradient at A=0 1s:
aJ (35)

—| = -2p,(K*E
A, ps(K"E),

where the index r truncates the vector by cutting out the first
component: for v=[v,v, . . . vy], v.=[v, . . . v5], and
E=R -R, -p KK*. Thus the gradient algorithm for K gives
the following adaptation rule:
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K'=K+[0A]", A=ap(K*E), (36)

where O<a<1 1s the learning rate.

Adaptive Model-based Estimator of K

Another adaptive estimator according to the present
invention makes use of a particular mixing model, thus
reducing the number of parameters. The simplest but fairly
cllicient model 1s a direct path model:

K (w)=ae™°! [=2 (37)

In this case, a similar criterion to equation (34) i1s to be
mimmized, 1n particular:

a2, ... ,aD, 02, ... ,0D) = Ztrace{(fi’x - R, —pSKK*)Z} (33)

Note the summation across the frequencies because the
same parameters (a,9,),~,=, have to explain all the fre-
quencies. The gradient of I evaluated on the current estimate

(8,0;)5=;=p 18:

oy 39
da; _4ZW ps -real (K = Evy) -
97 4()
6_.11,{ = —2q EW wp, - imag (K = Ev;) -

where E=R_-R_-p KK* and v, the D-vector of zeros every-
where except on the 17 entry where it is €™, v~=[0 . . .
0e™°0 . . . 0]". Then, the preferred updating rule is given by:
, ), (41)

ty =dy — a_.ﬂ!
, o1 (42)

where 0]V]1;

Estimation of Spectral Power Densities

In accordance with another embodiment of the present
invention, the estimation of R, 1s computed based on the

VAD signal as follows:
(1 — B) R + BXX* if voice not present (43)
" RO if otherwise

where &) 1s a learning curve (equation 43 i1s similar to
equation (6a)).

The measured signal spectral power Rx 1s then estimated
from the measured input signals as follows:

R."=(1-a)R ““+aXX* (43a)

where €94 1s a learning rate, preferably equal to 0.9.

Preferably, the signal spectral power, A_, 1s estimated
through spectral subtraction, which 1s suflicient for psychoa-
coustic filtering. Indeed, the signal spectral power, A_, 1s not
used directly 1n the signal estimation (e.g., Y in equation
(26)), but rather in the threshold R, evaluation and K
updating rule. As for the K update, experiments have shown
that a simple model, such as the adaptive model-based
estimator of equation (37) vields good results, where A_
plays a relatively less significant role. Accordingly, accord-
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ing to another embodiment of the present invention, the
spectral signal power 1s estimated by:

Rx;ll — Rﬂ;ll 1f Rx;ll :}ﬁSSRH;ll

_ ()
P52\ (B = D) Ry if otherwise

where dss>1 1s a floor-dependent constant. By using dss,
even when voice 1s not present, we still determine the signal
spectral power to avoid clipping of the voice, for example.
In a preferred embodiment, dss=1.1.

Exemplary Embodiment

To assess the performance of a two-channel framework
using the algorithms described herein, stereo recordings for
two microphones were captured in noisy car environment
(-6.5 dB overall SNR on average), at a sampling frequency
of 8 HHz. Exemplary wavetorms for a two-channel system
are shown 1n FIGS. 3a, 356 and 3c¢. FIG. 34 1llustrates the first
channel wavetform and FIG. 35 illustrates the second chan-
nel wavetorm with the VAD decision superimposed thereon.
FIG. 3¢ illustrates the filter output.

For the experiment, a time-frequency analysis was per-
formed by using a Hamming window of size 512 samples
with 50% overlap, and the synthesis by overlap-add proce-
dure. R, was estimated by a first-order filter with learning

rate C(4=0.9 (equation (43a)). In addition, the following
parameters were applied: 4_=1.1 (equation (44)), 3=0.2
(equation (43)); .=0.001 (equation (30)); and V=0.01 (equa-
tions 36, or 42).

The two-channel psychoacoustic noise reduction algo-
rithm was applied on a set of two voices (one male, one
female) in various combinations with noise segments from
two noise files.

Two-channel experiments show considerably lower dis-
tortion on average as compared to the single-channel system
(as 1n Gustafsson et al., idem), while still reducing noise.
Informal listening tests have confirmed these results. The
two-channel system output signal had little speech distortion
and noise artifacts as compared to the mono system. In
addition, the blind identification algorithms performed fairly
well with no noticeable extra degradation of the signal.

In conclusion, the present invention provides a multi-
channel speech enhancement/noise reduction system and
method based on psychoacoustic masking principles. The
optimality criterion satisfies the psychoacoustic masking
principle and minimizes the total signal distortion. The
experimental results obtained in a dual channel framework
on very noisy data i a car environment illustrate the
capabilities and advantages of the multi-channel psychoa-
coustic system with respect to SNR gain and artifacts.

Although 1illustrative embodiments of the present inven-
tion have been described herein with reference to the accom-
panying drawings, 1t 1s to be understood that the invention
1s not limited to those precise embodiments, and that various
other changes and modifications may be aflected therein by
one skilled 1n the art without departing from the scope or
spirit of the mvention. All such changes and modifications
are intended to be included within the scope of the mnvention
as defined by the appended claims.

What 1s claimed 1s:
1. A method for filtering noise from an audio signal,
comprising the steps of:
obtaining a multi-channel recording of an audio signal
contained 1n 1input channels;
determining a psychoacoustic masking threshold for the
audio signal;
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determining a noise spectral power matrix for the audio

signal;
determining parameters of a filter for filtering noise from
the audio signal using the multi-channel recording,
wherein the filter parameters are determined using the
determined psychoacoustic masking threshold and
using the determined noise spectral power matrix;

filtering the multi-channel recording using the filter hav-
ing the determined parameters to generate an enhanced
audio signal; and

determining a calibration parameter for the input chan-

nels, wherein the calibration parameter comprises a
ratio of the impulse responses of different channels, and
wherein the calibration parameter 1s used to determine
the filter parameters,

wherein the step of determining the calibration parameter

comprises processing channel noise recorded in the
different channels to determine a long-term spectral
covariance matrix, and determining an eigenvector of
the long-term spectral covariance matrix corresponding
to a desired eigenvalue.

2. The method of claim 1, wherein the calibration param-
eter 1s determined by processing a speech signal recorded 1n
the different channels under quiet conditions.

3. The method of claim 1, wherein the step of determining,
the calibration parameter 1s performed using an adaptive
pProcess.

4. The method of claim 3, wherein the adaptive process
comprises a blind adaptive process.

5. The method of claim 1, wherein the step of determining
the calibration parameter further comprises setting a default
calibration parameter.

6. The method of claim 1, further comprising the step of:

determining the signal spectral power using the deter-

mined noise spectral power matrix, wherein the signal
spectral power 1s used to determine the masking thresh-
old.

7. The method of claim 6, further comprising the steps of:

detecting speech activity in the audio signal; and

updating the noise spectral power matrix at times when
speech activity 1s not detected 1n the audio signal.

8. The method of claim 1 wherein the filter comprises a
linear filter.

9. A method for filtering noise from an audio signal,
comprising steps of:

obtaining a multi-channel recording of an audio signal;

determining a psychoacoustic masking threshold for the

audio signal;

determining a noise spectral power matrix for the audio

signal;
determining parameters of a filter for filtering noise from
the audio signal using the multi-channel recording,
wherein the filter parameters are determined using the
determined psychoacoustic masking threshold and
using the determined noise spectral power matrix;

filtering the multi-channel recording using the filter hav-
ing the determined parameters to generate an enhanced
audio signal; and

determining a calibration parameter for the input chan-

nels, wherein the calibration parameter comprises a
ratio of the impulse responses of different channels,
wherein the calibration parameter 1s used to determine
the filter parameters,

wherein the step of determining the calibration parameter

1s performed using an adaptive process, and

wherein the adaptive process comprises a non-parametric

estimation process using a gradient algorithm.
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10. A method for filtering noise from an audio signal,
comprising steps of:

obtaining a multi-channel recording of an audio signal;

determiming a psychoacoustic masking threshold for the

audio signal;

determining a noise spectral power matrix for the audio

signal;
determining parameters of a filter for filtering noise from
the audio signal using the multi-channel recording,
wherein the filter parameters are determined using the
determined psychoacoustic masking threshold and
using the determined noise spectral power matrix;

filtering the multi-channel recording using the filter hav-
ing the determined parameters to generate an enhanced
audio signal; and

determiming a calibration parameter for the input chan-

nels, wherein the calibration parameter comprises a
ratio of the impulse responses of different channels,
wherein the calibration parameter 1s used to determine
the filter parameters,

wherein the step of determining the calibration parameter

1s performed using an adaptive process, and

wherein the adaptive process comprises a model-based

estimation process using a gradient algorithm.

11. A program storage device readable by a machine,
tangibly embodying a program of mstructions executable by
the machine to perform method steps for filtering noise from
an audio signal, the method steps comprising:

obtaining a multi-channel recording of an audio signal;

determining a noise spectral power matrix of the audio

signal;

determining a psychoacoustic masking threshold for the

audio signal;
determining parameters of a filter for filtering noise from
the audio signal using the multi-channel recording,
wherein the filter parameters are determined using the
determined psychoacoustic masking threshold and
using the determined noise spectral power matrix;

filtering the multi-channel recording using the filter hav-
ing the determined parameters to generate an enhanced
audio signal; and

providing instructions for performing the steps of deter-

mining a calibration parameter for the input channels,
wherein the calibration parameter comprises a ratio of
the i1mpulse responses of different channels, and
wherein the calibration parameter 1s used to determine
the filter parameters, wherein the mstructions for deter-
mining the calibration parameter comprise nstructions
for performing the steps of processing channel noise
recorded 1n the different channels to determine a long-
term spectral covariance matrix, and determining an
cigenvector of the long-term spectral covariance matrix
corresponding to a desired eigenvalue.

12. The program storage device of claim 11, wherein the
calibration parameter 1s determined by processing a speech
signal recorded in the different channels under quiet condi-
tions.

13. The program storage device of claim 11, wherein the
instructions for determining the calibration parameter coms-
prise 1nstructions for determining the calibration parameter
using an adaptive process.

14. The program storage device of claim 13, wherein the
adaptive process comprises a blind adaptive process.

15. The program storage device of claim 11, wherein the
instructions for determining the calibration parameter fur-
ther comprise instructions for setting a default calibration
parameter.
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16. The program storage device of claim 11, further
comprising instructions for performing the step of:

determining the signal spectral power using the deter-

mined noise spectral power matrix, wherein the signal
spectral power 1s used to determine the masking thresh-
old.

17. The program storage device of claim 16, further
comprising instructions for performing the steps of:

detecting speech activity in the audio signal; and

updating the noise spectral power matrix at times when
speech activity 1s not detected 1n the audio signal.

18. The program storage device of claim 11, wherein the
filter comprises a linear filter.

19. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform method steps for filtering noise from
an audio signal, the method steps comprising:

obtaining a multi-channel recording of an audio signal;

determining a noise spectral power matrix of the audio

signal;

determining a psychoacoustic masking threshold for the

audio signal;
determining parameters of a filter for filtering noise from
the audio signal using the multi-channel recording,
wherein the filter parameters are determined using the
determined psychoacoustic masking threshold and
using the determined noise spectral power matrix;

filtering the multi-channel recording using the filter hav-
ing the determined parameters to generate an enhanced
audio signal; and

providing instructions for performing the steps of deter-

mining a calibration parameter for the mput channels,
wherein the calibration parameter comprises a ratio of
the 1mpulse responses ol different channels, wherein
the calibration parameter 1s used to determine the filter
parameters, wherein the instructions for determining
the calibration parameter comprise instructions for
determining the calibration parameter using an adap-
tive process, and

wherein the adaptive process comprises a non-parametric

estimation process using a gradient algorithm.

20. A program storage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform method steps for filtering noise from
an audio signal, the method steps comprising:

obtaining a multi-channel recording of an audio signal;

determining a noise spectral power matrix of the audio

signal;

determining a psychoacoustic masking threshold for the

audio signal;
determining parameters of a filter for filtering noise from
the audio signal using the multi-channel recording,
wherein the filter parameters are determined using the
determined psychoacoustic masking threshold and
using the determined noise spectral power matrix;

filtering the multi-channel recording using the filter hav-
ing the determined parameters to generate an enhanced
audio signal; and
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providing instructions for performing the steps of deter-
mining a calibration parameter for the input channels,
wherein the calibration parameter comprises a ratio of
the 1impulse responses of different channels, wherein
the calibration parameter 1s used to determine the filter
parameters, wherein the instructions for determiming
the calibration parameter comprise instructions for
determining the calibration parameter using an adap-
tive process, and

wherein the adaptive process comprises a model-based
estimation process using a gradient algorithm.

21. A system for reducing noise of an audio signal,

comprising;
an audio capture system comprising a microphone array
for capturing and recording an audio signal contained

in input channels obtained from the microphone array;
and

a front-end speech processor that determines a psychoa-
coustic masking threshold of the audio signal and a
noise spectral power matrix of the audio signal and that
generates an enhanced speech signal of the audio signal
by filtering noise from the speech signal using the
psychoacoustic masking threshold and the noise spec-
tral power matrix, wherein the front-end speech pro-
CESSOr COmMpIrises:

a sampling module for generating a time-frequency rep-
resentation of an audio signal in each of the input
channels;

a calibration module for determining a calibration param-
cter, the calibration parameter comprising a ratio of the
transfer functions between diflerent channels;

a voice activity detection module for detecting a speech
signal 1n the mput audio signal;

a filter module for determining filter parameters using the
psychoacoustic masking threshold, the noise spectral
power matrix, and the calibration parameter;

a filter for filtering the multi-channel recording using the
filter parameters to generate an enhanced signal; and

a conversion module for converting the enhanced signal
into a time domain representation,

wherein the ratio of transfer functions 1s based on the
impulse responses of the different channels and the
calibration parameter 1s determined by processing
channel noise recorded in the different channels to
determine a long-term spectral covariance matrix, and
determining an eigenvector of the long-term spectral
covariance matrix corresponding to a desired eigen-
value.

22. The system of claim 21, further comprising:

a signal spectral power module for determining the signal
spectral power using the noise spectral power matrix,

wherein the signal spectral power 1s used to determine the
masking threshold.
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