STATIONARY HAMILTON–JACOBI EQUATIONS IN HILBERT SPACES AND APPLICATIONS TO A STOCHASTIC OPTIMAL CONTROL PROBLEM

SANDRA CERRAI

Abstract. We study an infinite horizon stochastic control problem associated with a class of stochastic reaction-diffusion systems with coefficients having polynomial growth. The hamiltonian is assumed to be only locally Lipschitz continuous so that the quadratic case can be covered. We prove that the value function $V$ corresponding to the control problem is given by the solution of the stationary Hamilton–Jacobi equation associated with the state system. To this purpose we write the Hamilton–Jacobi equation in integral form, and, by using the smoothing properties of the transition semigroup relative to the state system and the theory of $m$-dissipative operators, we show that it admits a unique solution. Moreover, the value function $V$ is obtained as the limit of minima for some approximating control problems which admit unique optimal controls and states.
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1. Introduction. In the present paper we are concerned with an infinite horizon stochastic control problem associated with the following reaction-diffusion system perturbed by a random term:

\begin{equation}
\begin{cases}
\frac{\partial y_k}{\partial t}(t,\xi) = A_k y_k(t,\xi) + f_k(\xi, y_1(t,\xi), \ldots, y_r(t,\xi)) + z_k(t,\xi) + Q_k \frac{\partial^2 w_k}{\partial t \partial \xi}(t,\xi), \\
y_k(0,\xi) = x_k(\xi), \quad t \geq 0, \quad \xi \in \bar{O}, \\
B_k y_k(s,\xi) = 0, \quad \xi \in \partial \bar{O}, \quad k = 1, \ldots, r.
\end{cases}
\end{equation}

Here $O$ is a bounded open set in $\mathbb{R}^d$, $d \leq 3$, with regular boundary. The second order differential operators $A_k$ are strictly elliptic, have regular coefficients, and are endowed with some boundary conditions $B_k$. The function $f = (f_1, \ldots, f_r) : \bar{O} \times \mathbb{R}^r \to \mathbb{R}^r$ is twice differentiable, has polynomial growth together with its derivatives, and verifies suitable dissipativity conditions. The linear operators $Q_k$ are bounded and self-adjoint from $L^2(\bar{O})$ into itself and are not assumed to be Hilbert–Schmidt in general. Finally, the random fields $\partial^2 w_k/\partial t \partial \xi$ are mutually independent white noises in space and in time, defined on the same stochastic basis $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$, and $z_k$ are square integrable processes adapted to the filtration $\mathcal{F}_t$.

Such a class of systems are of interest in applications and, especially in chemistry and in the present setting, have been widely studied by several authors (see, for example, Friedlin in [18] and Da Prato and Zabczyk in [14]). We recall that in [14] it
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is proved that for any initial datum $x$ in the Hilbert space $H = L^2(\mathcal{O}; \mathbb{R}^r)$ and for any adapted control $z \in L^2(\Omega; L^2(0, +\infty; H))$ the system (1.1) admits a unique solution $y(t; x, z)$ in a generalized sense that we will specify later. Moreover, if $x \in C(\overline{\mathcal{O}}; \mathbb{R}^r)$ and $z \in L^2(\Omega; L^p(0, +\infty; H))$ with $p > 4/(4 - d)$, such a solution is a mild solution.

In correspondence with the system (1.1) we study the following stochastic control problem: minimizing the cost functional

\begin{equation}
J(x, z) = \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [g(y(t; x, z)) + k(z(t))] \, dt,
\end{equation}

among all controls $z \in L^2(\Omega; L^2(0, +\infty; H))$ adapted to the filtration $\mathcal{F}_t$. Here $y(t; x, z)$ is the unique solution of (1.1), and $g : H \to \mathbb{R}$ is Lipschitz continuous and bounded. Moreover, $k : H \to (-\infty, +\infty]$ is a measurable mapping such that its Legendre transform $K$, which is defined by

$$K(x) = \sup_{y \in H} \{ -\langle x, y \rangle_H - k(y) \}, \quad x \in H,$$

is Fréchet differentiable and locally Lipschitz continuous together with its derivative.

Our aim here is to study the value function corresponding to the functional (1.2)

$$V(x) = \inf \{ J(x, z) : z \in L^2(\Omega; L^2(0, +\infty; H)), \text{ adapted} \}.$$ 

Namely, we show that, if $A$ is the realization in $H$ of the differential operator $\mathcal{A} = (\mathcal{A}_1, \ldots, \mathcal{A}_r)$, endowed with the boundary conditions $\mathcal{B} = (\mathcal{B}_1, \ldots, \mathcal{B}_r)$, and if $F$ is the Nemytskii operator associated with the function $f = (f_1, \ldots, f_r)$, then, under the assumption of Lipschitz continuity for $K$, for any $\lambda > 0$ and $g \in C_b(H)^1$ the infinite dimensional second order nonlinear elliptic problem

\begin{equation}
\lambda \varphi(x) - \frac{1}{2} \text{Tr} \left[ Q^2 D^2 \varphi(x) \right] - \langle Ax + F(x), D\varphi(x) \rangle_H + K(D\varphi(x)) = g(x)
\end{equation}

admits a unique differentiable mild solution $\varphi$. This means that there exists a unique solution $\varphi \in C^1_b(H)$ to the integral problem

$$\varphi(x) = \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [g(y(t; x)) - K(D\varphi(y(t; x)))] \, dt,$$

where $y(t; x)$ is the solution of the system (1.1), corresponding to $z = 0$. Moreover, for any $x \in H$ the solution $\varphi(x)$ coincides with the function $V(x)$. When $K$ is only locally Lipschitz continuous, there exists $\mu_0 > 0$ such that the same result holds for any $\lambda > \mu_0$ and $g \in C^1_b(H)$.

It is important to remark that even if we assume $f(\xi, \cdot)$ to be more than once differentiable, nevertheless we are able to prove only $C^1$-regularity in $H$ for the transition semigroup $P_t$ associated with the system (1.1) (see [8]). Then the solution $\varphi$ of the problem (1.3) is only $C^1$, and we can not prove the existence of an optimal state and an optimal control for our control problem. Actually, by following a dynamic

\footnote{We shall denote by $B_b(H)$ the Banach space of all bounded Borel functions $\varphi : H \to \mathbb{R}$ and by $C_b(H)$ the subspace of uniformly continuous functions. Moreover, we denote by $C^k_b(H)$, $k \in \mathbb{N}$, the subspace of all $k$-times Fréchet differentiable functions, having uniformly continuous and bounded derivatives, up to the $k$th order.}
programming approach, the optimal state and the optimal control would be given, respectively, by the solution $y^*(t)$ of the so-called closed loop equation

$$dy(t) = [Ay(t) + F(y(t)) - DK(D\varphi(y(t)))] \, dt + Q \, dw(t), \quad y(0) = x,$$

and by

$$z^*(t) = -DK(D\varphi(y^*(t))).$$

On the other hand, as $D\varphi$ is only continuous, the mapping $x \mapsto -DK(D\varphi(x))$ is only continuous. Thus we are able only to prove the existence of martingale solutions for the problem (1.4), which are not defined in general in the original stochastic basis $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$, so that the control $z^*(t)$ is not admissible for our original problem. However, in the case of space dimension $d = 1$ it is possible to prove the existence and uniqueness of solutions for the closed loop equation and then the existence and uniqueness of an optimal control. In what follows, it could be interesting to see if, by introducing the notion of relaxed controls (see [17] for the definition and some interesting results in finite dimension), it is possible to prove the existence of an optimal control.

Nevertheless, even if we are not able to prove in general the existence of an optimal control, we can show that the value function $V$ is obtained as the limit of minima of suitable approximating cost functionals $J_\alpha$, $\alpha \geq 0$, which admit unique optimal controls and unique optimal states and whose value functions coincide with the solutions of suitable approximating Hamilton–Jacobi problems.

Several authors have studied second order Hamilton–Jacobi equations by the approach of viscosity solutions. For the finite dimensional case we refer to the paper by Crandall, Ishii, and Lions [11] and to the book by Fleming and Soner [17], and for the infinite dimensional case we refer to the papers by Lions [25, 26] and to the thesis of Swiech [28]. Other authors have studied regular solutions of second order Hamilton–Jacobi equations, and as far as the infinite dimension is concerned we refer to the works by Barbu and Da Prato [1], Cannarsa and Da Prato [2, 3], Gozzi [20, 21], Haverneau [23] for the evolution case, and by Gozzi and Rouy [22] and Chow and Menaldi [10] for the stationary case. More recently, infinite dimensional Hamilton–Jacobi equations have been studied in connection with some ergodic control problems (see, for example, [19] and [16]).

The main novelty here lies in the fact that we can prove the existence and uniqueness of regular solutions for (1.3) when the nonlinear coefficient $F$ in the state equation has polynomial growth and is not even well defined in the Hilbert space $H$. Moreover, we can treat both the case of a Lipschitz continuous hamiltonian and the case of a locally Lipschitz hamiltonian so that the quadratic case can be covered.

Due to the difficulties arising from coefficients which are not Lipschitz continuous, the study of mild solutions for the problem (1.3) is quite delicate, and we have to proceed in several steps. We first consider the case of a Lipschitz hamiltonian $K$, and we prove the existence and uniqueness result for $\lambda$ large enough. To this purpose, we apply a fixed point argument in the space $C^1_b(H)$, and we use the regularizing properties of the semigroup $P_t$ which have been studied in detail in [7] and [8]. Namely, it has been proved that

$$\varphi \in B_b(H) \implies P_t\varphi \in C^1_b(H), \quad t > 0,$$

and

$$\sup_{x \in H} |D(P_t\varphi)(x)|_H \leq c(t \wedge 1)^{-\frac{1+s}{2}} \sup_{x \in H} |\varphi(x)|.$$
for some constant $\epsilon < 1$ depending on $Q$. Then, if we denote by $L$ the weak generator of $P_t$ (see [4] for the definition and main properties) by proceeding with suitable approximations, we show that the operator

$$N(\varphi) = L\varphi - K(D\varphi)$$

is $m$-dissipative. This yields the existence and uniqueness of solutions for any $\lambda > 0$. Then we consider a locally Lipschitz hamiltonian $K$. We approximate it by a sequence of Lipschitz functions, we consider the problems associated with the approximating hamiltonians, and, by a suitable a priori estimate, we get our result, even if in a less general case.

We remark that throughout the paper we have to proceed by several approximations because of the intrinsic difficulties in the study of the system (1.1) and because of the corresponding transition semigroup $P_t$. Actually, first we have to approximate the reaction term $F$ by Lipschitz continuous functionals $F_\alpha$ in order to get $C^2$ regularity for the semigroup $P^\alpha_t$ associated with the system

$$dy(t) = [Ay(t) + F_\alpha(y(t))] \, dt + Q \, dw(t), \quad y(0) = x,$$

and then we have to approximate $P^\alpha_t$ by the semigroups $P^{\alpha,n}_t$ associated with the finite dimensional version of (1.5) in order to apply the usual Itô calculus. Unfortunately, the direct approximation of the semigroup $P_t$ by the semigroups $P^{\alpha,n}_t$ does not work.

2. Assumptions. We denote by $H$ the Hilbert space $L^2(\mathcal{D} ; \mathbb{R}^r)$, where $\mathcal{D}$ is a bounded open set of $\mathbb{R}^d$, $d \leq 3$, having the boundary sufficiently regular. The norm and the scalar product in $H$ are, respectively, denoted by $\| \cdot \|_H$ and $\langle \cdot, \cdot \rangle_H$. Moreover, we denote by $E$ the Banach space $C(\overline{\mathcal{D}} ; \mathbb{R}^r)$, endowed with the usual sup-norm $\| \cdot \|_E$.

$B_b(H)$ is the Banach space of bounded Borel functions $\varphi : H \to \mathbb{R}$, endowed with the sup-norm

$$\| \varphi \|_0 = \sup_{x \in H} |\varphi(x)|.$$

$C_b(H)$ is the subspace of uniformly continuous functions. Moreover, Lip$_b(H)$ denotes the subspace of functions $\varphi$ such that

$$[\varphi]_{\text{Lip}} = \sup_{x, y \in H ; x \neq y} \frac{|\varphi(x) - \varphi(y)|}{|x - y|_H} < \infty.$$

Lip$_b(H)$ is a Banach space endowed with the norm

$$\| \varphi \|_{\text{Lip}} = \| \varphi \|_0 + [\varphi]_{\text{Lip}}.$$

For each $k \in \mathbb{N}$, we denote by $C^k_b(H)$ the Banach space of $k$-times Fréchet differentiable functions, endowed with the norm

$$\| \varphi \|_k = \| \varphi \|_0 + \sum_{h=1}^{k} \sup_{x \in H} |D^h \varphi(x)|_{L^h(H)}.$$

(Here and in what follows $L^h(H) = L(H ; L^{h-1}(H))$, $h \geq 1$, and $L^0(H) = \mathbb{R}$.) Finally, for any $k \in \mathbb{N}$ and $\theta \in (0, 1)$, we denote by $C^{k+\theta}_b(H)$ the subspace of all functions $\varphi \in C^k_b(H)$ such that

$$[\varphi]_{k+\theta} = \sup_{x, y \in H ; x \neq y} \frac{|D^k \varphi(x) - D^k \varphi(y)|_{L^\theta(H)}}{|x - y|_H^\theta} < \infty.$$
$C^{k+\theta}_b(H)$ is a Banach space endowed with the norm
\[ \|\varphi\|_{k+\theta} = \|\varphi\|_k + [\varphi]_{k+\theta}. \]

In what follows we shall assume that for any $\xi \in \overline{O}$ and $\sigma = (\sigma_1, \ldots, \sigma_r) \in \mathbb{R}^r$
\[ f_k(\xi, \sigma_1, \ldots, \sigma_r) = g_k(\xi, \sigma_k) + h_k(\xi, \sigma_1, \ldots, \sigma_r), \quad k = 1, \ldots, r. \]
The functions $g_k : \overline{O} \times \mathbb{R} \to \mathbb{R}$ and $h_k : \overline{O} \times \mathbb{R}^r \to \mathbb{R}$ are continuous. Moreover, they
are assumed to fulfill the following conditions.

**Hypothesis 1.**
1. For any $\xi \in \overline{O}$, the function $h_k(\xi, \cdot)$ is of class $C^2$ and has bounded derivatives, uniformly with respect to $\xi \in \overline{O}$. Moreover, the mappings $D_j^t h_k : \overline{O} \times \mathbb{R} \to \mathbb{R}$ are continuous for $j = 1, 2$.
2. For any $\xi \in \overline{O}$, the function $g_k(\xi, \cdot)$ is of class $C^2$, and there exists $m \geq 0$ such that
\[ \sup_{\xi \in \overline{O}} \sup_{t \in \mathbb{R}} \left| D^t g_k(\xi, t) \right| 1 + |t|^{2m+1-j} < \infty. \]
Moreover, the mappings $D^t g_k : \overline{O} \times \mathbb{R} \to \mathbb{R}$ are continuous for $j = 1, 2$.
3. If $m \geq 1$, there exist $a > 0$ and $c \in \mathbb{R}$ such that
\[ \sup_{\xi \in \overline{O}} D^t g_k(\xi, t) \leq -at^{2m} + c, \quad t \in \mathbb{R}. \]

Notice that if $c_k$ and $c_{kj}$ are continuous functions from $\overline{O}$ into $\mathbb{R}$ for $k = 1, \ldots, r$ and $j = 1, \ldots, 2m$, and
\[ \inf_{\xi \in \overline{O}} c_k(\xi) > 0, \]
then, for any $k = 1, \ldots, r$, the function
\[ g_k(\xi, t) = c_k(\xi) t^{2m+1} + \sum_{j=1}^{2m} c_{kj}(\xi) t^j \]
fulfills the conditions of the Hypothesis 1.

Now we define the operator $F$ by setting for any function $x : \overline{O} \to \mathbb{R}^r$
\[ F(x)(\xi) = f(\xi, x(\xi)), \quad \xi \in \overline{O}. \]
If we set $p_\ast = 2m+2$ and $q_\ast = (2m+2)/(2m+1)$, then $F$ is continuous from $L^{p_\ast}(\overline{O}; \mathbb{R}^r)$
into $L^{q_\ast}(\overline{O}; \mathbb{R}^r)$, and if $m \geq 1$, it is twice Fréchet differentiable. In particular, from
(2.1) and the mean-value theorem for $x, y \in L^{p_\ast}(\overline{O}; \mathbb{R}^r)$, it holds that
\[ \langle F(x) - F(y), x - y \rangle_H \leq c |x - y|^2_H. \]
In the same way, we have that the functional $F$ is twice differentiable and dissipative
from $E$ into itself. (For more details on the properties of $F$ we refer to [7] and [9].)
Notice that due to the growth conditions on $f$, the functional $F$ is not even well
defined in $H$. 

As in [9], we can construct a sequence of functionals \( \{ F_\alpha \}_{\alpha} \) which are Lipschitz continuous both in \( H \) and in \( E \) and such that for any \( x, y \in H \)
\[
\langle F_\alpha(x) - F_\alpha(y), x - y \rangle_H \leq c |x - y|^2_H
\]
for a suitable constant \( c \) independent of \( \alpha > 0 \). Moreover, they are twice Fréchet differentiable in \( E \) and for each \( j \leq 2 \) and \( R > 0 \)
\[
\lim_{\alpha \to 0} \sup_{|x|_E \leq R} |D^j F_\alpha(x) - D^j F(x)|_{L(E)} = 0.
\]

Concerning the differential operator \( A = (A_1, \ldots, A_r) \), we assume that for any \( k = 1, \ldots, r \)
\[
A_k(\xi, D) = \sum_{i,j=1}^{d} a_{ij}^k(\xi) \frac{\partial^2}{\partial \xi_i \partial \xi_j} + \sum_{i=1}^{d} b_i^k(\xi) \frac{\partial}{\partial \xi_i}, \quad \xi \in \mathcal{O}.
\]

The coefficients \( a_{ij}^k \) and \( b_i^k \) are of class \( C^1(\mathcal{O}) \), and for any \( \xi \in \mathcal{O} \) the matrix \( [a_{ij}^k(\xi)] \) is symmetric and strictly positive, uniformly with respect to \( \xi \in \mathcal{O} \). The boundary operators \( B_k \) are given by
\[
B_k(\xi, D) = I \text{ or } B_k(\xi, D) = \sum_{i,j=1}^{d} a_{ij}^k(\xi) \nu_j(\xi) \frac{\partial}{\partial \xi_i}, \quad \xi \in \mathcal{O},
\]
where \( \nu \) is the exterior normal to the boundary of \( \mathcal{O} \).

We denote by \( A \) the realization in \( H \) of the differential operator \( A \) equipped with the boundary conditions \( B \). The unbounded operator \( A : D(A) \subset H \rightarrow H \) generates an analytic semigroup \( e^{tA} \), which is not restrictive to assume of negative type. Thus we have
\[
\langle Ax, x \rangle_H \leq 0, \quad x \in D(A).
\]

Notice that each \( L^p(\mathcal{O}; \mathbb{R}^r) \), \( p \in [1, +\infty] \), is invariant for the semigroup \( e^{tA} \), and if \( p > 1 \), then \( e^{tA} \) is analytic in \( L^p(\mathcal{O}; \mathbb{R}^r) \). Moreover, \( E \) is invariant for \( e^{tA} \) as well, and \( e^{tA} \) generates an analytic semigroup in \( E \) which is not strongly continuous. (For the proofs of these facts we refer to [15] and [27].)

Now, for any \( k = 1, \ldots, r \) we define
\[
G_k(\xi, D) = \sum_{i=1}^{d} \left( b_i^k(\xi) - \sum_{j=1}^{d} \frac{\partial a_{ij}^k(\xi)}{\partial \xi_j} \right) \frac{\partial}{\partial \xi_i}, \quad \xi \in \mathcal{O},
\]
and by difference we set \( C_k = A_k - G_k \). The realization \( C \) of the operator \( C = (C_1, \ldots, C_r) \) with the boundary conditions \( B \) generates in \( H \) a self-adjoint analytic semigroup \( e^{tC} \). In what follows we denote by \( Q \) the bounded linear operator of components \( Q_1, \ldots, Q_r \).

**Hypothesis 2.**

1. There exists a complete orthonormal basis \( \{ e_k \} \) in \( H \) which diagonalizes \( C \) such that \( \sup_{k \in \mathbb{N}} |e_k|_E < \infty \). The corresponding set of eigenvalues is denoted by \( \{ -\alpha_k \} \).
2. The bounded linear operator $Q : H \to H$ is nonnegative and diagonal with respect to the complete orthonormal basis $\{e_k\}$ which diagonalizes $C$. Moreover, if $\{\lambda_k\}$ is the corresponding set of eigenvalues, we have

$$\sum_{k=1}^{\infty} \frac{\lambda_k^2}{\alpha_k} < +\infty$$

for some $\gamma > 0$.

3. There exists $\epsilon < 1$ such that $D((-C)^{\frac{\epsilon}{2}}) \subset D(Q^{-1})$.

If the operator $A$ with the boundary conditions $B$ is smooth enough, then $\alpha_k \asymp k^{2/d}$. Thus, if we assume that $\lambda_k \asymp \alpha_k^{-\rho}$, when $d \leq 3$ it is possible to find some $\rho$ such that the conditions of Hypothesis 2 are verified. (For more details see [7] and [8].)

In what follows we shall denote by $P_n$ the projection operator of $H$ onto $H_n$, the subspace generated by the eigenfunctions $\{e_1, \ldots, e_n\}$. Then for any $x \in H$ we define $A_n x = P_n A P_n x$ and $F_{\alpha,n}(x) = P_n (F_{\alpha}(P_n x))$. It is immediate to check that there exists a constant $c$ independent of $\alpha > 0$ and $n \in \mathbb{N}$ such that

$$\langle F_{\alpha,n}(x) - F_{\alpha,n}(y), x - y \rangle_H \leq c|x - y|^2_H.$$

(2.5)

Next, let $\{w_k(t)\}$ be a sequence of mutually independent real-valued Brownian motions defined on a stochastic basis $(\Omega, F, F_t, P)$. The cylindrical Wiener process $w(t)$ is formally defined as

$$\sum_{k=1}^{\infty} e_k w_k(t),$$

where $\{e_k\}$ is the orthonormal basis of $H$ introduced in Hypothesis 2(1). Under the Hypotheses 2(1) and 2(2) it is possible to show that the linear problem associated with the system (1.1),

$$dz(t) = Az(t) dt + Q dw(t), \quad z(0) = 0,$$

(2.6)

admits a unique solution $w^A(t)$ which is the mean-square Gaussian process with values in $H$ given by

$$w^A(t) = \int_0^t e^{(t-s)A}Q dw(s).$$

As shown, for example, in [14], the process $w^A$ belongs to $C([0, +\infty) \times \overline{O})$, $\mathbb{P}$ almost surely (a.s), and for any $p \geq 1$ and $T > 0$ it holds that

$$\mathbb{E} \sup_{t \in [0,T]} |w^A|^p < \infty.$$

(2.7)

3. The transition semigroup. By using the notations introduced in the previous section, the system (1.1) can be rewritten as

$$dy(t) = [Ay(t) + F(y(t)) + z(t)] dt + Q dw(t), \quad y(0) = x.$$

The following theorem is proved in [14] in the uncontrolled case. The proof in the controlled case is analogous; thus we omit it. (For more details we refer also to [7] and [8].)
**Theorem 3.1.** Assume Hypotheses 1 and 2.
1. For any \( x \in E \) and for any adapted process \( z \in L^2(\Omega; L^p(0, +\infty; H)) \) with \( p > 4/(4-d) \), there exists a unique mild solution \( y(\cdot; x, z) \) for the problem (3.1) which belongs to \( L^2(\Omega; C([0, T]; E) \cap L^\infty(0, T; E)) \), for any \( T > 0 \). This means that

\[
y(t; x, z) = e^{tA}x + \int_0^t e^{(t-s)A}F(y(s; x, z)) \, ds + w^A(t),
\]

where \( w^A(t) \) is the solution of the linear system (2.6). Moreover, it holds that

\[
|y(t; x, z)|_E \leq c(t) \left( |x|_E + |z|_{L^p(0, +\infty; H)}^{2m+1} + \sup_{s \in [0, t]} |w^A(s)|_E^{2m+1} \right),
\]

\( \mathbb{P} \)-a.s. for a suitable continuous increasing function \( c(t) \).

2. For any \( x \in H \) and for any adapted process \( z \in L^2(\Omega; L^2(0, +\infty; H)) \), there exists a unique generalized solution \( y(\cdot; x, z) \in L^2(\Omega; C([0, +\infty); H)) \) for the problem (3.1). This means that for any sequence \( \{z_n\} \subset L^2(\Omega; L^p(0, +\infty; H)) \) converging to \( z \) in \( L^2(\Omega; L^2(0, +\infty; H)) \) and for any sequence \( \{x_n\} \subset E \) converging to \( x \) in \( H \), the corresponding sequence of mild solutions \( \{y(\cdot; x_n, z_n)\} \) converges to the process \( y(\cdot; x, z) \in C([0, T]; H) \), \( \mathbb{P} \)-a.s., for any fixed \( T > 0 \). Moreover, it holds that

\[
|y(t; x, z)|_H \leq c(t) \left( |x|_H + |z|_{L^2(0, +\infty; H)}^{2m+1} + \sup_{s \in [0, t]} |w^A(s)|_E^{2m+1} \right),
\]

\( \mathbb{P} \)-a.s., for a suitable continuous increasing function \( c(t) \).

3. The generalized solution \( y(\cdot; x, z) \) belongs to \( L^{2m+2}(0, +\infty; L^{2m+2}(\Omega; \mathbb{R}^n)) \), \( \mathbb{P} \)-a.s., and fulfills the integral equation (3.2).

4. For any \( x_1, x_2 \in H \) and \( z_1, z_2 \in L^2(\Omega; L^2(0, +\infty; H)) \) it holds that

\[
|y(t; x_1, z_1) - y(t; x_2, z_2)|_H \leq c(t) \left( |x_1 - x_2|_H + |z_1 - z_2|_{L^2(0, t; H)} \right),
\]

\( \mathbb{P} \)-a.s., for a suitable continuous increasing function \( c(t) \).

Next, for any \( \alpha > 0 \), we introduce the approximating problem

\[
dy(t) = (A\beta(t) + F_\alpha(y(t)) + z(t)) \, dt + Q \, dw(t), \quad y(0) = x.
\]

If \( x \in H \) and \( z \in L^2(\Omega; L^2(0, +\infty; H)) \), the system (3.5) admits a unique mild solution \( y_\alpha(\cdot; x, z) \in L^2(\Omega; C([0, +\infty); H)) \). If \( x \in E \) and \( z \in L^2(\Omega; L^p(0, +\infty; H)) \) with \( p > 4/(4-d) \), then \( y_\alpha(\cdot; x, z) \in L^2(\Omega; C([0, T]; E) \cap L^\infty(0, T; E)) \) for any \( T > 0 \). Moreover, an estimate analogous to (3.3) holds, uniformly with respect to \( \alpha > 0 \). Namely, there exists an increasing continuous function \( c(t) \) independent of \( \alpha \) such that

\[
|y_\alpha(t; x, z)|_E \leq c(t) \left( |x|_E + |z|_{L^p(0, +\infty; H)}^{2m+1} + \sup_{s \in [0, t]} |w^A(s)|_E^{2m+1} \right),
\]

\( \mathbb{P} \)-a.s. The following approximation result has been proved already in [9].

**Proposition 3.2.** Under the Hypotheses 1 and 2, for any \( q \geq 1 \) there exists \( p \geq 1 \) such that if \( x \in E \) and \( z \in L^p(\Omega; L^\infty(0, +\infty; H)) \), then it holds that

\[
\lim_{\alpha \to 0} \mathbb{E} |y(t; x, z) - y_\alpha(t; x, z)|_E^q = 0, \quad \mathbb{P} \text{-a.s.,}
\]
uniformly with respect to \((t, x)\) in bounded sets of \([0, +\infty) \times E\) and \(z\) in the set

\[
\mathcal{M}_R^2 = \left\{ z \in L^2(\Omega; L^2(0, +\infty; H)) : \sup_{t \geq 0} |z(t)|_H \leq R, \ \mathbb{P}\text{-a.s.} \right\}
\]

for any \(R \geq 0\).

For any \(\alpha > 0\) and \(n \in \mathbb{N}\), we denote by \(y_{\alpha, n}(\cdot; x, z)\) the unique strong solution in \(L^2(\Omega; C([0, +\infty); H))\) of the approximating problem

\[
dy(t) = (A_n y(t) + F_{\alpha, n}(y(t)) + P_n z(t)) \, dt + Q_n dw(t), \quad y(0) = P_n x,
\]

with \(x \in H\) and \(z \in L^2(\Omega; L^2(0, +\infty; H))\) adapted. In [9, Lemma 3.4] we have shown that for any fixed \(R, T > 0\)

\[
\lim_{n \to +\infty} \sup_{|x|_H \leq R} |y_{\alpha, n}(\cdot; x, z) - y_\alpha(\cdot; x, z)|_{L^2(\Omega; C([0, T]; H))} = 0.
\]

Moreover, we have

\[
|y_{\alpha, n}(t; x, z)|_H \leq c(t) \left( \left| x \right|_H + \left| z \right|_{L^2(0, +\infty; H)}^{2m+1} + \sup_{s \in [0, t]} \left| w^{A}(s) \right|_E^{2m+1} \right), \quad \mathbb{P}\text{-a.s.}
\]

In what follows we shall denote by \(y(t; x)\) the solution of (3.1) with \(z = 0\). In [7, Theorem 7.4] we have shown that if \(f(\xi, \cdot)\) is \(k\)-times differentiable, then for any \(t \geq 0\) the mapping

\[ E \to L^2(\Omega; E), \quad x \mapsto y(t; x) \]

is \(k\)-times Fréchet differentiable. In particular, the first derivative \(Dy(t; x)h\) is the unique solution of the linearized problem

\[
\frac{dv}{dt}(t) = Av(t) + DF(y(t; x))v(t), \quad v(0) = h,
\]

and it holds that

\[
\sup_{x \in E} |Dy(t; x)h|_H \leq e^{cT}|h|_H, \quad \mathbb{P}\text{-a.s.}
\]

If \(x, h \in H\), then, as shown in [8], the problem above admits a unique generalized solution \(v(t; x, h)\) which is not intended to be the mean-square derivative of \(y(t; x)\) in general.

In [6] we have proved that, since \(F_\alpha\) and \(F_{\alpha, n}\) are Lipschitz continuous, \(y_\alpha(t; x)\) and \(y_{\alpha, n}(t; x)\) are twice mean-square differentiable with respect to \(x \in H\) along any direction \(h \in H\). In addition, their derivatives belong to \(D(A^{1/2}) \subset D(Q^{-1})\) and for any \(T > 0\)

\[
\sup_{x \in H} |Dy_\alpha(\cdot; x)h|_{L^\infty(0, T; H) \cap L^2(0, T; D(A^{1/2}))} \leq c_T |h|_H, \quad \mathbb{P}\text{-a.s.,}
\]

(3.12)

\[
\sup_{x \in H} |Dy_{\alpha, n}(t; x)h|_{L^\infty(0, T; H) \cap L^2(0, T; D(A^{1/2}))} \leq c_T |h|_H, \quad \mathbb{P}\text{-a.s.,}
\]
for a constant $c_T$ which is independent of $\alpha > 0$ and $n \in \mathbb{N}$. In [9, Lemma 4.1] we have also proved that

$$\lim_{\alpha \to 0} \mathbb{E} \sup_{|h| \leq 1} |Dy(\cdot; x) h - Dy_\alpha(\cdot; x) h|^2_{L^\infty(0, T; H) \cap L^2(0, T; D((\cdot)^{1/2}))} = 0,$$

uniformly with respect to $x$ in bounded sets of $E$, and in [9, Lemma 4.2] we have proved that

$$\lim_{n \to +\infty} \mathbb{E} \sup_{|h| \leq 1} |Dy_\alpha(\cdot; x) h - Dy_{\alpha,n}(\cdot; x) h|^2_{L^\infty(0, T; H) \cap L^2(0, T; D((\cdot)^{1/2}))} = 0,$$

uniformly with respect to $x$ in bounded sets of $H$.

Next we define the transition semigroup $P_t$ corresponding to the system (3.1) by setting for any $\varphi \in \mathcal{B}_b(H)$ and $x \in H$

$$P_t \varphi(x) = \mathbb{E} \varphi(y(t; x)), \quad t \geq 0.$$

In an analogous way, we define the semigroups $P_t^\alpha$ and $P_t^{\alpha,n}$ associated, respectively, to the systems (3.5) and (3.9). Due to (3.7), for any $\varphi \in \mathcal{B}_b(H)$ and $R > 0$

$$\lim_{\alpha \to 0} \sup_{|x| \leq R} |P_t^\alpha \varphi(x) - P_t \varphi(x)| = 0,$$

uniformly for $t$ in bounded sets of $[0, +\infty)$. Moreover, due to (3.10) we have that

$$\lim_{n \to +\infty} \sup_{|x| \leq R} |P_t^{\alpha,n} \varphi(x) - P_t^\alpha \varphi(x)| = 0,$$

uniformly for $t$ in bounded sets of $[0, +\infty)$. It is important to notice that all the properties of the semigroup $P_t$ which we are going to describe are fulfilled by the semigroups $P_t^\alpha$ and $P_t^{\alpha,n}$ as well.

From (3.4) it easily follows that $P_t$ maps $C_b(H)$ into itself as a contraction. In general $P_t$ is not strongly continuous in $C_b(H)$. (See [4] for a counter example even in finite dimension.) Nevertheless, as $y(\cdot; x) \in L^2(\Omega; C([0, +\infty); H))$ for any fixed $x \in H$, by the dominated convergence theorem, we have that if $\varphi \in C_b(H)$, then the mapping

$$[0, +\infty) \to \mathbb{R}, \quad t \mapsto P_t \varphi(x)$$

is continuous. Thus, by proceeding as in [4], we define the generator $L$ of $P_t$ as the unique closed operator $L : D(L) \subset C_b(H) \to C_b(H)$ such that

$$R(\lambda, L) \varphi(x) = \int_0^{+\infty} e^{-\lambda t} P_t \varphi(x) \, dt, \quad \lambda > 0,$$

for any fixed $\varphi \in C_b(H)$ and $x \in H$. In a similar way we define the generators $L_\alpha$ and $L_{\alpha,n}$ corresponding, respectively, to the semigroups $P_t^\alpha$ and $P_t^{\alpha,n}$.

In [4] it is shown that for any $\varphi \in D(L)$ and $x \in H$ the mapping

$$[0, +\infty) \to \mathbb{R}, \quad t \mapsto P_t \varphi(x)$$

is differentiable and

$$\frac{d}{dt} P_t \varphi(x) = L(P_t \varphi)(x) = P_t(L \varphi)(x).$$
The same holds for $L_\alpha$ and $L_{\alpha,n}$. In particular, if $\varphi \in C^2_b(H)$, we have that $P^{\alpha,n}_s \varphi \in D(L_{\alpha,n})$, for any $\alpha > 0$, $n \in \mathbb{N}$, and $s \geq 0$, and

$$L_{\alpha,n}(P^{\alpha,n}_s \varphi) = L_{\alpha,n}(P^{\alpha,n}_s \varphi), \tag{3.15}$$

where the differential operator $L_{\alpha,n}$ is defined by

$$L_{\alpha,n}\varphi(x) = \frac{1}{2} \text{Tr} \left[ Q^n D^2 \varphi(x) \right] + \langle A_n x + F_{\alpha,n}(x), D\varphi(x) \rangle_H, \quad x \in H. \tag{3.16}$$

Actually, if we define $\psi = \lambda P^{\alpha,n}_s \varphi - L_{\alpha,n}(P^{\alpha,n}_s \varphi)$ for some $\lambda > 0$, we have that

$$R(\lambda, L_{\alpha,n})\psi(x) = \int_0^{+\infty} e^{-\lambda t} \left[ \lambda P^{\alpha,n}_{t+s} \varphi(x) - P^{\alpha,n}_{t+s} L_{\alpha,n}(P^{\alpha,n}_s \varphi)(x) \right] dt. \tag{3.20}$$

It is not difficult to prove that, in general, if $\varphi$ is twice differentiable, then

$$P^{\alpha,n}_t (L_{\alpha,n} \varphi)(x) = L_{\alpha,n}(P^{\alpha,n}_t \varphi)(x). \tag{3.17}$$

Thus, as $P^{\alpha,n}_s \varphi \in C^2_b(H)$, from the Itô formula we have

$$P^{\alpha,n}_t L_{\alpha,n}(P^{\alpha,n}_s \varphi)(x) = L_{\alpha,n}(P^{\alpha,n}_{t+s} \varphi)(x) = \frac{d}{dt}(P^{\alpha,n}_{t+s} \varphi)(x). \tag{3.18}$$

This allows us to conclude that

$$R(\lambda, L_{\alpha,n})\psi(x) = -\int_0^{+\infty} \frac{d}{dt}(e^{-\lambda t} P^{\alpha,n}_{t+s} \varphi(x)) dt = P^{\alpha,n}_s \varphi(x),$$

so that $P^{\alpha,n}_s \varphi \in D(L_{\alpha,n})$ and (3.15) holds.

In [8] we have proved that the semigroup $P_t$ has a smoothing effect. Namely, it maps $B_b(H)$ into $C^1_b(H)$ for any $t > 0$, and for $i \leq j = 0, 1$ it holds that

$$\|P_t \varphi\|_j \leq c (t \wedge 1)^{-\frac{(j-i)(1+\epsilon)}{2}} \|\varphi\|_i, \tag{3.19}$$

where $\epsilon$ is the constant introduced in Hypothesis 2(3). As far as the semigroups $P^{\alpha}_t$ and $P^{\alpha,n}_t$ are concerned, in [6] it is proved that they map $B_b(H)$ into $C^2_b(H)$ for any $t > 0$, and

$$\|P^{\alpha}_t \varphi\|_j + \|P^{\alpha,n}_t \varphi\|_j \leq c_\alpha (t \wedge 1)^{-\frac{(j-i)(1+\epsilon)}{2}} \|\varphi\|_i \tag{3.17}$$

for any $i \leq j \leq 2$, for some constant $c_\alpha$ independent of $n$. Moreover, if $i \leq j \leq 1$, the constant $c_\alpha$ is independent of $\alpha$ as well.

We conclude, recalling that in [9] it has been proved that if $\varphi \in C_b(H)$, then for any $R > 0$

$$\lim_{\alpha \to 0} \sup_{|x| \leq R} |D(P^{\alpha}_t \varphi)(x) - D(P^\alpha_t \varphi)(x)|_H = 0, \tag{3.19}$$

uniformly for $t$ in bounded sets of $[\delta, +\infty)$ with $\delta > 0$. Moreover, it has been proved that

$$\lim_{n \to +\infty} \sup_{|x| \leq R} |D(P^{\alpha,n}_t \varphi)(x) - D(P^{\alpha}_t \varphi)(x)|_H = 0, \tag{3.20}$$

uniformly for $t$ in bounded sets of $[\delta, +\infty)$ with $\delta > 0$. 

4. The Hamilton–Jacobi equation. We are here concerned with the stationary Hamilton–Jacobi equation

\[ \lambda \varphi(x) - L\varphi(x) + K(D\varphi(x)) = g(x), \quad x \in H. \]

Our aim is to show that such an equation admits a unique solution \( \varphi(\lambda, g) \) for any \( \lambda > 0 \) and \( g \in C_b(H) \). To this purpose we first prove a regularity result for the elements of \( D(L) \).

**Lemma 4.1.** Assume Hypotheses 1 and 2. Then \( D(L) \subset C^1_b(H) \), and for any \( \lambda > 0 \) and \( g \in C_b(H) \) it holds that

\[ \| R(\lambda, L)g \|_1 \leq \rho(\lambda)\|g\|_0, \]

where \( \rho(\lambda) = c(\lambda^{-\frac{1}{2}} + \lambda^{-1}) \).

**Proof.** We recall that if \( \varphi \in C_b(H) \), then \( P_t \varphi \in C^1_b(H) \) for any \( t > 0 \). Thus for any \( x, h \in H \) and \( \lambda > 0 \) we have

\[
R(\lambda, L)g(x + h) - R(\lambda, L)g(x) = \int_0^{+\infty} e^{-\lambda t}(P_t g(x + h) - P_t g(x)) \, dt
\]

\[
= \int_0^{+\infty} e^{-\lambda t} \langle D(P_t g)(x), h \rangle_H \, dt + E(x, h),
\]

where

\[
E(x, h) = \int_0^{+\infty} e^{-\lambda t} \int_0^1 \langle D(P_t g)(x + \theta h) - D(P_t g)(x), h \rangle_H \, d\theta \, dt.
\]

Due to (3.17) we have

\[
\left| \int_0^{+\infty} e^{-\lambda t} \langle D(P_t g)(x), h \rangle_H \, dt \right|
\]

\[
\leq c \int_0^{+\infty} e^{-\lambda t}(t \wedge 1)^{- \frac{1}{2}} \, dt |h|_H \|g\|_0 = c \left( \lambda^{-\frac{1}{2}} + \lambda^{-1} \right) |h|_H \|g\|_0.
\]

Moreover, as \( D(P_t g) \) is continuous in \( H \), by the dominated convergence theorem we easily have that

\[
\lim_{|h|_H \to 0} \frac{|E(x, h)|}{|h|_H} = 0.
\]

This implies that \( R(\lambda, L)g \in C^1_b(H) \), and for any \( x, h \in H \)

\[ \langle D(R(\lambda, L)g)(x), h \rangle_H = \int_0^{+\infty} e^{-\lambda t} \langle D(P_t g)(x), h \rangle_H \, dt \]

so that the estimate (4.2) holds true. \( \square \)

**Remark 4.2.** Notice that due to (3.18) we can repeat the arguments used above, and we can show that both \( D(L_\alpha) \) and \( D(L_{\alpha,n}) \) are contained in \( C^1_b(H) \), and a formula analogous to (4.3) holds for the derivatives of \( R(\lambda, L_\alpha)g \) and \( R(\lambda, L_{\alpha,n})g \) when \( g \in C_b(H) \). In particular, it holds that

\[ \| R(\lambda, L_\alpha)g \|_1 + \| R(\lambda, L_{\alpha,n})g \|_1 \leq \rho(\lambda)\|g\|_0. \]
Moreover, as

\[ \|P_t^{\alpha}\varphi\|_i + \|P_t^{\alpha,n}\varphi\|_i \leq c_{\alpha} (t \wedge 1)^{-\frac{(\theta_1-1)(1+\epsilon)}{2}} \|\varphi\|_j, \quad j \leq i \leq 2, \]

for a constant \(c_{\alpha}\) independent of \(n \in \mathbb{N}\), by interpolation we have that for any \(\theta_1, \theta_2 \in [0,1]\)

\[ \|P_t^{\alpha}\varphi\|_{1+\theta_1} + \|P_t^{\alpha,n}\varphi\|_{1+\theta_1} \leq c_{\alpha} (t \wedge 1)^{-\frac{(\theta_2-\theta_1+1)(1+\epsilon)}{2}} \|\varphi\|_{1+\theta_2}. \]

By proceeding as in the proof of the previous lemma, this implies that if \(\varphi \in C_b^{0,1}(H)\), then \(R(\lambda, L_\alpha)\varphi\) and \(R(\lambda, L_{\alpha,n})\varphi\) are in \(C_b^{1+\theta_1}(H)\) for any \(\theta_1 < \theta_2 + (1 - \epsilon)/(1 + \epsilon)\)

\begin{equation}
\|R(\lambda, L_\alpha)\varphi\|_{1+\theta_1} + \|R(\lambda, L_{\alpha,n})\varphi\|_{1+\theta_1} \leq c_{\alpha} \left( \lambda^\frac{(\theta_2-\theta_1+1)(c+1)}{2} - 1 + \lambda^{-1} \right) \|\varphi\|_{1+\theta_2}.
\end{equation}

In particular, we have that \(D(L_\alpha)\) and \(D(L_{\alpha,n})\) are contained in \(C_b^{1+\theta}(H)\) for any \(\theta < (1 - \epsilon)/(\epsilon + 1)\).

### 4.1. Lipschitz Hamiltonian \(K\)

In the proof of the existence and uniqueness of solutions for the problem (4.1) we proceed in several steps. First we assume the Lipschitz continuity of the Hamiltonian \(K\).

**Hypothesis 3.** The mapping \(K : H \to \mathbb{R}\) is Fréchet differentiable and Lipschitz continuous together with its derivative. Moreover, \(K(0) = 0\).

Notice that the condition \(K(0) = 0\) is not restrictive, as we can substitute \(g\) by \(g - K(0)\).

By using the Lemma 4.1 we get the following result.

**Proposition 4.3.** Under Hypotheses 1, 2, and 3, there exists \(\lambda_0 > 0\) such that (4.1) admits a unique solution \(\varphi(\lambda, g) \in C_b^1(H)\) for any \(\lambda > \lambda_0\) and for any \(g \in C_b(H)\).

**Proof.** The equation (4.1) is equivalent to the equation

\[ \varphi = R(\lambda, L) (g - K(D\varphi)) = \Gamma(\lambda, g)(\varphi). \]

Due to Lemma 4.1, if \(\varphi \in C_b^1(H)\) and \(g \in C_b(H)\), then \(\Gamma(\lambda, g)(\varphi) \in C_b^1(H)\). Thus if we show that for some \(\lambda_0 > 0\) the mapping \(\Gamma(\lambda, g)\) is a contraction in \(C_b^1(H)\) for any \(\lambda > \lambda_0\), our thesis follows.

As \(K\) is Lipschitz continuous for any \(\varphi_1, \varphi_2 \in C_b^1(H)\), we have

\[ \|R(\lambda, L)(K(D\varphi_1) - K(D\varphi_2))\|_1 \leq c_{\rho} \lambda \|\varphi_1 - \varphi_2\|_1. \]

Thus, if we choose \(\lambda_0\) such that \(c_{\rho}(\lambda_0) = 1\), we have that \(\Gamma(\lambda, g)\) is a contraction in \(C_b^1(H)\) for any \(\lambda > \lambda_0\). This implies that it admits a unique fixed point \(\varphi \in C_b^1(H)\), which is the unique solution of (4.1) in \(C_b^1(H)\). \(\square\)

**Remark 4.4.** By using (4.4) it is possible to prove that there exists \(\lambda_0 > 0\) sufficiently large such that the mappings

\[ \Gamma_\alpha(\lambda, g)(\varphi) = R(\lambda, L_\alpha)(g - K(D\varphi)), \quad \alpha > 0, \]

are contractions in \(C_b^1(H)\) for any \(\lambda > \lambda_0\) and for any \(g \in C_b(H)\), and the approximating Hamilton–Jacobi equations

\begin{equation}
\lambda \varphi - I_{\alpha}(\varphi) + K(D\varphi) = g
\end{equation}
admit a unique solution \( \varphi_\alpha(\lambda, g) \in C^1_b(H) \). Moreover, as the function \( \rho(\lambda) \) in (4.4) does not depend on \( \alpha > 0 \), the constant \( \lambda_0 \) does not depend on \( \alpha \) either.

**Lemma 4.5.** Under Hypotheses 1, 2, and 3, for any \( \lambda > 0 \) and \( g \in C_b(H) \) we have

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} |D^{j}(\Gamma^{k}_\alpha(\lambda, g)(0) - \Gamma^{k}(\lambda, g)(0)) (x)|_{\mathcal{L}(H)} = 0, \quad j = 0, 1,
\]

for any \( k \in \mathbb{N} \) and \( R > 0 \).

**Proof.** We proceed by induction. For \( k = 1 \) the limit (4.7) is trivially verified. Assume that (4.7) holds for some \( k \geq 1 \). We show that this implies that (4.7) holds for \( k + 1 \). We have

\[
D^{j}(\Gamma^{k+1}_\alpha(\lambda, g)(0) - \Gamma^{k+1}(\lambda, g)(0))
\]

\[
= D^{j}(R(\lambda, L_\alpha) [g - K(D^{k}_\alpha(\lambda, g)(0))] - R(\lambda, L) [g - K(D^{k}(\lambda, g)(0))])
\]

In general, if \( f \in C_b(H) \) and \( \{f_\alpha\} \) is any bounded generalized sequence of \( C_b(H) \) such that for any \( R > 0 \)

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} |f_\alpha(x) - f(x)| = 0,
\]

then for any \( R > 0 \) and \( j = 0, 1 \) we have

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} |D^{j}(R(\lambda, L_\alpha)(f_\alpha - f))(x)|_{H} = 0.
\]

Indeed, as the formula (4.3) holds for the derivative of \( R(\lambda, L_\alpha) \), as well, for any \( x \in H \) we have

\[
D^{j}(R(\lambda, L_\alpha)(f_\alpha - f))(x) = \int_{0}^{+\infty} e^{-\lambda t} D^{j} (P^{\alpha}_t (f_\alpha - f))(x) \, dt.
\]

If \( x \) lies in a bounded set of \( E \), due to (2.7) and (3.6) the solution \( y_\alpha(t; x)(\omega) \) lies in a bounded set of \( E \) for \( \mathbb{P} \)-almost all \( \omega \in \Omega \). Therefore, by (4.8) for any \( R > 0 \) this yields

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} |(f_\alpha - f)(y_\alpha(t; x))| = 0, \quad \mathbb{P}\text{-a.s.},
\]

and by applying the dominated convergence theorem we get (4.9) for \( j = 0 \). As proved in [5], for any \( t > 0 \) we have

\[
\langle D(P^{\alpha}_t (f_\alpha - f))(x), h \rangle_H = \frac{1}{t} \mathbb{E} (f_\alpha - f)(y_\alpha(t; x)) \int_{0}^{t} \langle Q^{-1} D y_\alpha(s; x) h, dw(s) \rangle_H,
\]

where \( Dy_\alpha(t; x) h \) is the mean-square derivative of \( y_\alpha(t; x) \) along the direction \( h \in H \). Hence, thanks to (3.12), by interpolation we easily get

\[
|D(P^{\alpha}_t (f_\alpha - f))(x)|_H \leq c (t \wedge 1)^{-\frac{1}{2}} \left( \mathbb{E} |(f_\alpha - f)(y_\alpha(t; x))|^2 \right)^{1/2},
\]

and, thanks to (4.10), this implies (4.9) for \( j = 1 \).
Thus, since from the inductive hypothesis and the Lipschitz continuity of $K$ the sequence $\{K(D|\Gamma^k_\alpha(\lambda,g)(0))\}$ and $K(D|\Gamma^k(\lambda,g)(0))$ fulfill (4.8), we can conclude that for any $R > 0$

\begin{equation}
\lim_{\alpha \to 0} \sup_{|x| \leq R} |D^j \left( R(\lambda, L_\alpha) \left[ K(D|\Gamma^{k+1}_\alpha(\lambda,g)(0)) - K(D|\Gamma^{k+1}(\lambda,g)(0)) \right] \right) (x)| = 0.
\end{equation}

Now, if $f \in C^1_b(H)$, for any $x \in H$ we have

\[
D^j \left[ (R(\lambda, L_\alpha) - R(\lambda, L)) (g - K(Df)) \right] (x) = \int_0^{+\infty} e^{-\lambda t}D^j \left[ (P_t^g - P_t^f)(g - K(Df)) \right] (x) dt.
\]

Then, by using the estimates (3.17) and (3.18) and the limits (3.13) and (3.19), we get that

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} \left| D^j \left[ (R(\lambda, L_\alpha) - R(\lambda, L)) (g - K(Df)) \right] (x) \right|_H = 0
\]

for any $R > 0$. As $\Gamma^k(\lambda,L)(0) \in C^1_b(H)$, this implies that

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} \left| D^j \left[ (R(\lambda, L_\alpha) - R(\lambda, L)) (g - \Gamma^k(\lambda,g)(0)) \right] (x) \right|_H = 0,
\]

and recalling (4.11) we can conclude that

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} \left| D^j \left( \Gamma^{k+1}_\alpha(\lambda,g)(0) - \Gamma^{k+1}(\lambda,g)(0) \right) (x) \right| = 0.
\]

By induction this yields (4.7). □

In the next proposition we show that the solution $\varphi(\lambda,g)$ of the problem (4.1) can be approximated by the solutions $\varphi_\alpha(\lambda,g)$ of the problems (4.6).

**Proposition 4.6.** Assume Hypotheses 1, 2, and 3. Then, if $\lambda_0$ is the constant introduced in the Proposition 4.3, for any $\lambda > \lambda_0$ and $g \in C_b(H)$ it holds that

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} \left| D^j \left( \varphi(\lambda,g) - \varphi_\alpha(\lambda,g) \right) (x) \right|_{C^j(H)} = 0, \quad j = 0, 1,
\]

for any $R > 0$. In particular, for any $\lambda > 0$ we have

\[
\lim_{\alpha \to 0} \sup_{|x| \leq R} \left| D^j \left[ \varphi(\lambda,g) - \varphi_\alpha(\lambda+\lambda_0,g+\lambda_0\varphi(\lambda,g)) \right] (x) \right|_{C^j(H)} = 0, \quad j = 0, 1.
\]

**Proof.** Let us fix $\lambda_0$ as in Proposition 4.3. We have seen that $\varphi = \varphi(\lambda,g)$ and $\varphi_\alpha = \varphi_\alpha(\lambda,g)$ are, respectively, the unique fixed points of the mappings $\Gamma(\lambda,g)$ and $\Gamma_\alpha(\lambda,g)$. Since for any $\lambda > \lambda_0$ and $g \in C_b(H)$ the contraction constants of $\Gamma_\alpha(\lambda,g)$ are the same for all $\alpha > 0$, for any $\epsilon > 0$ there exists $k_\epsilon \in \mathbb{N}$ such that

\[
\|\Gamma^{k_\epsilon}(\lambda,g)(0) - \varphi\|_1 + \sup_{\alpha > 0} \|\Gamma^{k_\epsilon}_\alpha(\lambda,g)(0) - \varphi_\alpha\|_1 \leq \epsilon.
\]

Thus for $j = 0, 1$ and $x \in H$ we have

\[
\left| D^j \left( \varphi - \varphi_\alpha \right) (x) \right| \leq \epsilon + \left| D^j \left( \Gamma^{k_\epsilon}(\lambda,g)(0) - \Gamma^{k_\epsilon}_\alpha(\lambda,g)(0) \right) (x) \right|,
\]
and due to (4.7) this implies (4.12). Now, since \( \varphi(\lambda, g) = \varphi(\lambda + \lambda_0, g + \lambda_0 \varphi(\lambda, g)) \), by using (4.12) we can conclude that (4.13) holds true. \( \Box \)

**Remark 4.7.** For any \( \alpha > 0 \) and \( n \in \mathbb{N} \), consider the problem

\[
(4.14) \quad \lambda \varphi - L_{\alpha,n} \varphi + K_n(D\varphi) = g_n,
\]

where \( K_n(x) = K(P_n x) \) and \( g_n(x) = g(P_n x) \) for each \( n \in \mathbb{N} \) and \( x \in H \). By proceeding as for the problems (4.1) and (4.6), it is possible to show that there exists \( \lambda_0 \) large enough such that for any \( g \in C_b(H) \) and \( \lambda > \lambda_0 \) there exists a unique solution \( \varphi_{\alpha,n}(\lambda, g) \in C^1_b(H) \). Such a solution is given by the unique fixed point of the mapping

\[
\Gamma_{\alpha,n}(\lambda, g)(\varphi) = R(\lambda, L_{\alpha,n})(g_n - K_n(D\varphi)).
\]

By using arguments analogous to those used in the Lemma 4.5, due to the estimates (3.11) and (3.18), and due to the limits (3.14) and (3.20), there exists \( \lambda_0 > 0 \) such that for \( \lambda > \lambda_0 \) and \( g \in C_b(H) \) it holds that

\[
\lim_{n \to +\infty} \sup_{|x| \leq R} \left| D^j \left( \Gamma^k_{\alpha,n}(\lambda, g)(0) - \Gamma^k_{\alpha}(\lambda, g)(0) \right) (x) \right|_{\mathcal{L}^j(H)} = 0, \quad j = 0, 1,
\]

for any \( \alpha > 0 \), \( k \in \mathbb{N} \), and \( R > 0 \). Thus, by proceeding as in the proof of Proposition 4.6, due to (3.14) and (3.20) it is possible to verify that there exists \( \lambda_0 > 0 \) such that if \( \lambda > \lambda_0 \), then for any \( \alpha > 0 \), and \( R > 0 \) it holds that

\[
(4.15) \quad \lim_{n \to +\infty} \sup_{|x| \leq R} \left| D^j [\varphi_{\alpha}(\lambda, g) - \varphi_{\alpha,n}(\lambda, g)] (x) \right|_{\mathcal{L}^j(H)} = 0.
\]

In the next proposition we show that if the datum \( g \) belongs to \( C^1_b(H) \), then the approximating problems (4.6) and (4.14) have a solution of class \( C^2 \).

**Lemma 4.8.** Under Hypotheses 1, 2, and 3, if \( g \in C^1_b(H) \) and \( \lambda > 0 \), then the solutions \( \varphi_{\alpha}(\lambda, g) \) and \( \varphi_{\alpha,n}(\lambda, g) \) of the problems (4.6) and (4.14) belong to \( C^2_b(H) \). Moreover, for any \( R > 0 \) and \( \lambda > 0 \)

\[
(4.16) \quad \sup_{\|g\| \leq R} \|\varphi_{\alpha}(\lambda, g)\|_2 < \infty.
\]

**Proof.** We prove the lemma only for the problem (4.6), as the proof for the problem (4.14) is identical.

As shown in Remark 4.2, \( D(L_{\lambda}) \subset C_b^{1+\theta}(H) \) for any \( \theta < (1 - \epsilon)/(1 + \epsilon) \). Thus, if \( \varphi_{\alpha}(\lambda, g) \) is the solution of the problem (4.6), we have that \( \varphi_{\alpha}(\lambda, g) \in C^1_b(H) \) for some \( 0 < \theta_0 < (1 - \epsilon)/(1 + \epsilon) \). As we have

\[
\varphi_{\alpha}(\lambda, g) = R(\lambda, L_{\lambda}) (g - K(D\varphi_{\alpha}(\lambda, g))),
\]

by using again Remark 4.2 it follows that \( \varphi_{\alpha}(\lambda, g) \in C_b^{1+2\theta_0}(H) \). Therefore, by repeating this argument a finite number of steps we get that \( \varphi_{\alpha}(\lambda, g) \in C^2_b(H) \).

The estimate (4.16) follows as above by applying (4.5) a finite number of times. \( \Box \)

Due to (3.15), the previous lemma implies that if \( g \in C^1_b(H) \), then \( \varphi_{\alpha,n} = \varphi_{\alpha,n}(\lambda, g) \) is a strict solution of the problem (4.14); that is,

\[
\lambda \varphi_{\alpha,n} - L_{\alpha,n} \varphi_{\alpha,n} + K_n(D\varphi) = g_n,
\]
where \( \mathcal{L}_{\alpha,n} \) is the differential operator introduced in (3.16).

Now, for any \( \varphi \in D(L) \) we define

\[
(4.17) \quad N(\varphi) = L\varphi - K(D\varphi).
\]

In the same way, for any \( \alpha > 0 \) and \( n \in \mathbb{N} \) we define \( N_{\alpha}(\varphi) = L_{\alpha}\varphi - K(D\varphi) \) and \( N_{\alpha,n}(\varphi) = L_{\alpha,n}\varphi - K_n(D\varphi) \).

**Theorem 4.9.** Under Hypotheses 1, 2, and 3, the operator \( N \) defined by (4.17) is m-dissipative. Thus for any \( \lambda > 0 \) and for any \( g \in C_b(H) \) there exists a unique solution \( \varphi(\lambda,g) \in D(L) \) for the problem (4.1).

Thanks to Proposition 4.3, in order to show that \( N \) is m-dissipative, it suffices to show that \( N \) is dissipative. To this purpose, we first give the following preliminary result.

**Lemma 4.10.** Assume that Hypotheses 1, 2, and 3 hold. Then there exists \( \lambda_0 > 0 \) such that for any \( \lambda > \lambda_0 \) and \( \varphi_1, \varphi_2 \in D(L_\alpha) \)

\[
\|\varphi_1 - \varphi_2\|_\alpha \leq \frac{1}{\lambda} \| \lambda^2 - (N_{\alpha}(\varphi_1) - N_{\alpha}(\varphi_2)) \|_\alpha.
\]

**Proof.** We set \( g_1 = \lambda \varphi_1 - N_{\alpha}(\varphi_1) \) and \( g_2 = \lambda \varphi_2 - N_{\alpha}(\varphi_2) \), and for any \( n \in \mathbb{N} \) we set \( g_{1,n}(x) = g_1(P_n x) \) and \( g_{2,n}(x) = g_2(P_n x) \), \( x \in H \). Then for \( \lambda \) large enough there exist \( \varphi_{1,n} \) and \( \varphi_{2,n} \) in \( D(L_{\alpha,n}) \) such that

\[
\lambda \varphi_{1,n} - N_{\alpha,n}(\varphi_{1,n}) = g_{1,n}, \quad \lambda \varphi_{2,n} - N_{\alpha,n}(\varphi_{2,n}) = g_{2,n}.
\]

If we show that

\[
(4.18) \quad \|\varphi_{1,n} - \varphi_{2,n}\|_\alpha \leq \frac{1}{\lambda} \| g_{1,n} - g_{2,n} \|_0,
\]

we are done. Actually, for any \( x \in H \) this implies that

\[
|\varphi_{1,n}(x) - \varphi_{2,n}(x)| \leq \frac{1}{\lambda} \| g_{1,n} - g_{2,n} \|_0 \leq \frac{1}{\lambda} \| g_1 - g_2 \|_0,
\]

and due to (4.15) we can take the limit as \( n \to +\infty \), and we get

\[
|\varphi_1(x) - \varphi_2(x)| \leq \frac{1}{\lambda} \| g_1 - g_2 \|_0.
\]

By taking the supremum for \( x \in H \), we can conclude.

Thus in order to conclude the proof we have to show that the operator \( N_{\alpha,n} \) fulfills (4.18). The operator \( L_{\alpha,n} \) satisfies the same conditions of the operator \( L \) studied in [5]; thus, thanks to [5, Proposition 7.5],

\[
D(L_{\alpha,n}) = \left\{ \varphi \in \bigcap_{p \geq 1} W^{2,p}_{\text{loc}}(\mathbb{R}^n) \cap C_b(\mathbb{R}^n) : L_{\alpha,n} \varphi \in C_b(\mathbb{R}^n) \right\},
\]

\[
L_{\alpha,n} \varphi = \mathcal{L}_{\alpha,n} \varphi.
\]

Now we remark that

\[
K_n(D\varphi_{1,n}(x)) - K_n(D\varphi_{2,n}(x)) = \left\langle \int_0^1 dK_n(\lambda D\varphi_{1,n}(x) + (1 - \lambda)D\varphi_{2,n}(x)) d\lambda, D\varphi_{1,n}(x) - D\varphi_{2,n}(x) \right\rangle;
\]
taking the supremum for proof of [5, Lemma 7.4] to the present situation, and we obtain

\[ \lambda(\varphi_{1,n} - \varphi_{2,n})(x) - \mathcal{L}_{\alpha,n}(\varphi_{1,n} - \varphi_{2,n})(x) \]

\[ + \langle U_{\alpha,n}(x), D(\varphi_{1,n} - \varphi_{2,n})(x) \rangle = g_{1,n}(x) - g_{2,n}(x). \]

Since the function \( U_{\alpha,n} \) is uniformly continuous, as \( \varphi_{1,n} \) and \( \varphi_{2,n} \) belong to \( C_b^1(H) \), the operator \( \mathcal{N}_{\alpha,n} \) defined by

\[ \mathcal{N}_{\alpha,n}(\psi) = \mathcal{L}_{\alpha,n}(\psi) - \langle U_{\alpha,n}(x), D(\psi) \rangle \]

is of the same type as the operator \( \mathcal{L} \) studied in [5]. Therefore, we can adapt the proof of [5, Lemma 7.4] to the present situation, and we obtain

\[ \|\varphi_{1,n} - \varphi_{2,n}\|_0 \leq \frac{1}{\lambda} \|\lambda(\varphi_{1,n} - \varphi_{2,n}) - \mathcal{N}_{\alpha,n}(\varphi_{1,n} - \varphi_{2,n})\|_0 = \frac{1}{\lambda} \|g_{1,n} - g_{2,n}\|_0. \]

**Proof of Theorem 4.9.** Let us fix \( \lambda > 0 \) and \( \varphi_1, \varphi_2 \in D(L) \), and let us define \( g_1 = \lambda \varphi_1 - N(\varphi_1) \) and \( g_2 = \lambda \varphi_2 - N(\varphi_2) \). If \( \lambda_0 \) is the maximum between the constant introduced in Remark 4.4 and the constant introduced in Lemma 4.10, for any \( \alpha > 0 \) there exist \( \varphi_{1,\alpha}, \varphi_{2,\alpha} \in D(L_\alpha) \) such that

\[ (\lambda + \lambda_0) \varphi_{1,\alpha} - N_\alpha \varphi_{1,\alpha} = g_1 + \lambda_0 \varphi_1, \quad (\lambda + \lambda_0) \varphi_{2,\alpha} - N_\alpha \varphi_{2,\alpha} = g_2 + \lambda_0 \varphi_2, \]

and

\[ \|\varphi_{1,\alpha} - \varphi_{2,\alpha}\|_0 \leq \frac{1}{\lambda + \lambda_0} \|(g_1 - g_2) + \lambda_0 (\varphi_1 - \varphi_2)\|_0. \]

Thus for any \( x \in H \) we have

\[ \|\varphi_{1,\alpha}(x) - \varphi_{2,\alpha}(x)\| \leq \frac{1}{\lambda + \lambda_0} \|(g_1 - g_2)\|_0 + \frac{\lambda_0}{\lambda + \lambda_0} \|\varphi_1 - \varphi_2\|_0. \]

Now, if \( x \in E \), due to (4.13) we can take the limit in the left-hand side as \( \alpha \) goes to zero, and we get

\[ \|\varphi_1(x) - \varphi_2(x)\| \leq \frac{1}{\lambda + \lambda_0} \|(g_1 - g_2)\|_0 + \frac{\lambda_0}{\lambda + \lambda_0} \|\varphi_1 - \varphi_2\|_0. \]

As \( \varphi_1 \) and \( \varphi_2 \) are continuous in \( H \), the estimate above holds also for \( x \in H \), and by taking the supremum for \( x \in H \) it follows that

\[ \|\varphi_1 - \varphi_2\|_0 - \frac{\lambda_0}{\lambda + \lambda_0} \|\varphi_1 - \varphi_2\|_0 \leq \frac{1}{\lambda + \lambda_0} \|(g_1 - g_2)\|_0, \]

so that

\[ \|\varphi_1 - \varphi_2\|_0 \leq \frac{1}{\lambda} \|(g_1 - g_2)\|_0. \]
4.2. Locally Lipschitz Hamiltonian $K$. We first prove an a priori estimate which is crucial in order to prove the $m$-dissipativity of the operator $N$ in the case of a locally Lipschitz Hamiltonian $K$.

Proposition 4.11. Assume that Hypotheses 1, 2, and 3 hold. Then there exists some $\mu_0 > 0$, which does not depend on $K$, such that if $g \in C^1_b(H)$ and $\lambda > \mu_0$, then

\begin{equation}
\|D\varphi(\lambda, g)\|_0 \leq \|Dg\|_0.
\end{equation}

Proof. Let us fix $\lambda, \mu > 0$ and $g \in C^1_b(H)$, and let us consider $\varphi_\alpha = \varphi(\lambda + \mu, g + \mu \varphi(\lambda, g))$ and $\varphi_{\alpha,n} = \varphi_{\alpha,n}(\lambda + \mu, g + \mu \varphi(\lambda, g))$. Since $g \in C^1_b(H)$, then $\varphi_{\alpha,n}$ belongs to $C^2_b(H)$, and it is a strict solution of the problem

\begin{equation}
(\lambda + \mu) \varphi - N_{\alpha,n}(\varphi) = g_n + \mu \varphi_n(\lambda, g),
\end{equation}

where $\varphi_n(\lambda, g)(x) = \varphi(\lambda, g)(P_n x)$. The problem above can be rewritten as

\begin{equation}
(\lambda + \mu) \varphi(x) - \frac{1}{2} \sum_{h,k=1}^n \lambda_h^2 D^2_{h,k} \varphi(x) - \sum_{h,k=1}^n a_{hk} x_k D_h \varphi(x)
\end{equation}

\begin{equation}
- \langle F_\alpha(P_n x), D\varphi(x) \rangle_H + K(P_n D\varphi(x)) = g(P_n x) + \mu \varphi(n, g)(P_n x),
\end{equation}

where $D_h \varphi(x) = \langle D\varphi(x), e_h \rangle_H$ and $a_{hk} = \langle A e_h, e_k \rangle_H$. By differentiating with respect to $x_j$, by setting $\psi_h = D_h \varphi$, for $h = 1, \ldots, n$, and by multiplying each side by $\psi_h$, we get

\begin{equation}
(\lambda + \mu) \psi_j^2 - \frac{1}{2} \sum_{h,k=1}^n \lambda_h^2 \psi_j D^2_{h,k} \psi_j - \sum_{h,k=1}^n a_{hk} x_k \psi_j D_h \psi_j = \sum_{h=1}^n a_{hk} \psi_h \psi_j
\end{equation}

\begin{equation}
- \sum_{h=1}^n \langle F_\alpha, e_h \rangle (\psi_j D\psi_j, e_h) - \sum_{h=1}^n \langle DF_\alpha, e_j \psi_j, e_h \rangle \psi_h
\end{equation}

\begin{equation}
+ \sum_{h=1}^n D_h K(P_n D\varphi_{\alpha,n}) \psi_j D_h \psi_j = \langle g_n, e_j \psi_j \rangle + \mu \langle D \varphi_n(\lambda, g), e_j \psi_j \rangle.
\end{equation}

Then we sum up over $j$ and by setting $z(x) = |D\varphi_{\alpha,n}(x)|^2_H$ and by taking into account that

\begin{equation}
(D^2_{h,k} \psi_j) \psi_j = \frac{1}{2} D^2_{h,k} (\psi_j^2) - (D_h \psi_j)^2,
\end{equation}

we have

\begin{equation}
2(\lambda + \mu) z(x) - \frac{1}{2} \text{Tr} \left[ Q^2 D^2 z(x) \right] + \sum_{h,j=1}^n \lambda_h^2 (D_h \psi_j)^2(x) - \langle A_n x, Dz(x) \rangle
\end{equation}

\begin{equation}
- 2 \langle A_n D\varphi_{\alpha,n}(x), D\varphi_{\alpha,n}(x) \rangle + \langle DK(D\varphi_{\alpha,n}(x)), Dz(x) \rangle - \langle F_\alpha(P_n x), Dz(x) \rangle
\end{equation}

\begin{equation}
- 2 \langle DF_\alpha(P_n x) D\varphi_{\alpha,n}(x), D\varphi_{\alpha,n}(x) \rangle = 2 \langle Dg(P_n x) + \mu D \varphi(\lambda, g)(P_n x), D\varphi_{\alpha,n}(x) \rangle.
\end{equation}
Therefore, by using (2.3) and (2.4) it follows that
\[
2(\lambda + \mu) z(x) - \frac{1}{2} \text{Tr} [Q_n^2 D^2 z(x)] - \langle A_n x, Dz(x) \rangle - \langle F_\alpha (P_n x), Dz(x) \rangle \\
+ \langle DK(D\varphi_{\alpha,n}(x)), Dz(x) \rangle \leq 2 \langle Dg(x) + \mu D\varphi(\lambda, g)(P_n x), D\varphi_{\alpha,n}(P_n x) \rangle + \gamma z(x) \\
\leq 2(\|Dg\|_0 + \mu \|D\varphi(\lambda, g)\|_0) \|D\varphi_{\alpha,n}(x)\|_H + \gamma z(x)
\]
for a suitable constant \(\gamma \in \mathbb{R}\) depending only on \(F\) and \(A\).

Now let us consider the equation
\begin{equation}
(4.20) \quad dy(t) = \left[ A_n y(t) + F_{\alpha,n}(y(t)) + U_{\alpha,n}(y(t)) \right] dt + Q_n dw(t), \quad y(0) = P_n x,
\end{equation}
where \(U_{\alpha,n}(x) = -DK(D\varphi_{\alpha,n}(x))\) for any \(x \in H\). If \(g \in C^1_b(H)\), then \(\varphi\) is given by
\[
\varphi(x) = 2 \langle \|Dg\|_0 + \mu \|D\varphi(\lambda, g)\|_0 \rangle \|D\varphi_{\alpha,n}(x)\|_H
\]
for any \(\lambda > \gamma\) is given by
\[
\psi(x) = 2 \langle \|Dg\|_0 + \mu \|D\varphi(\lambda, g)\|_0 \rangle \int_0^{+\infty} e^{-(2(\lambda + \mu) - \gamma) t} R^\alpha t \|D\varphi_{\alpha,n}|_H\rangle(x) dt.
\]
(See [5] for a proof.) Thus by a comparison argument we have that
\[
\|D\varphi_{\alpha,n}(x)\|_H^2 \leq \frac{2}{2(\lambda + \mu) - \gamma} \langle \|Dg\|_0 + \mu \|D\varphi(\lambda, g)\|_0 \rangle \|D\varphi_{\alpha,n}(x)\|_H,
\]
and if we take \(\lambda > 1 + \gamma/2 = \mu_0\), it follows that
\[
\|D\varphi_{\alpha,n}(\lambda + \mu, g + \mu \varphi(\lambda, g))(x)\|_H \leq \frac{1}{1 + \mu} \langle \|Dg\|_0 + \mu \|D\varphi(\lambda, g)\|_0 \rangle.
\]
Due to (4.13) and (4.15), if \(\mu\) is large enough, we can take first the limit as \(n\) goes to infinity and then the limit as \(\alpha\) goes to zero, and for any \(x \in E\) we get
\[
\|D\varphi(x)\|_H \leq \frac{1}{1 + \mu} \langle \|Dg\|_0 + \mu \|D\varphi(\lambda, g)\|_0 \rangle.
\]
As \(\varphi(\lambda, g) \in C^1_b(H)\), the same estimate holds for \(x \in H\), and then, by taking the supremum for \(x \in H\), we get
\[
\|D\varphi(\lambda, g)\|_0 \leq \frac{1}{1 + \mu} \langle \|Dg\|_0 + \mu \|D\varphi(\lambda, g)\|_0 \rangle,
\]
which immediately yields (4.19). \(\square\)
Remark 4.12. It is immediate to check that the proof of the previous proposition adapts to the problem (4.6). Thus there exists $\lambda_0 > 0$, which is clearly independent of $\alpha > 0$, such that for any $\lambda > \lambda_0$ and $g \in C^1_b(H)$

$$\|D\varphi_\alpha(\lambda, g)\|_0 \leq \|Dg\|_0.$$

From now on we shall assume that $K$ fulfills the following assumption.

**Hypothesis 4.** The hamiltonian $K : H \to \mathbb{R}$ is Fréchet differentiable and is locally Lipschitz continuous, together with its derivative. Moreover, $K(0) = 0$.

We want to show that under the hypotheses above the problem (4.1) admits a unique solution for any $\lambda > \mu_0$ and $g \in C^1_b(H)$. To this purpose, for any $r > 0$ let $K_r$ be a Fréchet differentiable function such that

$$K_r(x) = \begin{cases} K(x) & \text{if } |x|_H \leq r, \\ K \left( \frac{(r + 1)x}{|x|_H} \right) & \text{if } |x|_H > r + 1. \end{cases}$$

(4.21)

It is immediate to check that $K_r$ is Lipschitz continuous, together with its derivative, for each $r > 0$, and $K_r(x) = K(x)$ if $|x|_H \leq r$.

**Theorem 4.13.** Under Hypotheses 1, 2, and 4 there exists $\mu_0 > 0$ such that for any $\lambda > \mu_0$ and $g \in C^1_b(H)$ there exists a unique solution $\varphi(\lambda, g) \in D(L)$ for the problem (4.1).

**Proof.** For any $r > 0$ and $g \in C^1_b(H)$ we define $\varphi_r(\lambda, g)$ as the solution of the problem $\lambda \varphi_r - L \varphi_r + K_r(D\varphi) = g$. Due to Proposition 4.11 there exists $\mu_0 > 0$ such that for any $\lambda > \mu_0$

$$\sup_{r > 0} \|D\varphi_r(\lambda, g)\|_0 \leq \|Dg\|_0.$$ 

Thus, if we fix $r > \|g\|_1$, we have that $K_r(D\varphi_r(\lambda, g)) = K(D\varphi_r(\lambda, g))$, and then

$$\lambda \varphi_r(\lambda, g) - L \varphi_r(\lambda, g) + K(D\varphi_r(\lambda, g)) = g. \tag*{\square}$$

**Remark 4.14.** The operator $N$ is dissipative. Actually, fix $\lambda > 0$ and $\varphi_1, \varphi_2 \in D(L)$, and define $g_i = \lambda \varphi_i - N(\varphi_i)$ for $i = 1, 2$. If we take $r \geq \max (\|\varphi_1\|_1, \|\varphi_2\|_1)$, we have

$$g_i = \lambda \varphi_i - L \varphi_i + K_r(D\varphi_i), \quad i = 1, 2.$$ 

Thus we can apply Theorem 4.9 to the hamiltonian $K_r$, and we get

$$\|\varphi_1 - \varphi_2\|_0 \leq \frac{1}{\lambda} \|g_1 - g_2\|_0,$$

so that $N$ is dissipative. In particular, $N$ is closable, and its closure $\tilde{N}$ is $m$-dissipative, so that for any $\lambda > 0$ and $g \in C_b(H)$ there exists a unique solution to the problem $\lambda \varphi - \tilde{N}(\varphi) = g$. 
5. Application to the control problem. Let $k : H \to (-\infty, +\infty]$ be a measurable mapping such that its Legendre transform

$$K(x) = \sup \{ -\langle x, y \rangle_H - k(y) : y \in H \}, \quad x \in H,$$

fulfills Hypothesis 4. It is possible to show that if $k$ is strictly convex and continuously Fréchet differentiable, if

$$\lim_{|y|_H \to +\infty} \frac{k(y)}{|y|_H} = 0,$$

and if $Dk : H \to \mathcal{L}(H)$ has a continuous inverse which is Lipschitz continuous on bounded subsets of $H$, then Hypothesis 4 is verified. An easy example is given by $k(y) = |y|_H^2$.

For any $\lambda > 0$ and $g \in C_b(H)$ we consider the cost functional

$$J(x; z) = \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [g(y(t)) + k(z(t))] \, dt,$$

where $y(t) = y(t; x, z)$ is the unique solution of the system (3.1). The corresponding value function is defined as

$$V(x) = \inf \{ J(x; z) : z \in L^2(\Omega; L^2(0, +\infty; H)) \text{ adapted} \}.$$

Our aim is to prove that if $\varphi$ is the unique solution of the Hamilton–Jacobi equation (4.1), then $V(x) = \varphi(x)$ for any $x \in H$. To this purpose we first prove the following preliminary result.

**Lemma 5.1.** Assume Hypotheses 1, 2, and 4. If $\varphi = \varphi(\lambda, g)$ is the solution of the problem (4.1) in $C^1_b(H)$ and if $y(t) = y(t; x, z)$ is the solution of the controlled system (3.1), we have

$$J(x; z) = \varphi(x) + \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [K(D\varphi(y(t))) + \langle z(t), D\varphi(y(t)) \rangle_H + k(z(t))] \, dt.$$

**Proof.** If $r \geq ||D\varphi(\lambda, g)||_0$ and if $K_r$ is defined as in (4.21), then we have $K(D\varphi(x)) = K_r(D\varphi(x))$ for any $x \in H$, and the problem (4.1) can be rewritten as

$$\lambda \varphi - L\varphi + K_r(D\varphi) = g.$$

Now we fix a sequence $\{g_k\} \subset C^1_b(H)$ converging to $g$ in $C_b(H)$ and for any $k, n \in \mathbb{N}$ and $\alpha > 0$ we denote by $\varphi_{\alpha, n}^k = \varphi_{\alpha, n}(\lambda + \mu, g_k + \mu \varphi(\lambda, g))$ the solution of the problem

$$\begin{align*}
(\lambda + \mu) \varphi - L_{\alpha, n} \varphi + K_{r,n}(D\varphi) &= g_k + \mu \varphi(\lambda, g),
\end{align*}$$

where $K_{r,n}(x) = K_r(P_n x), g_k(x) = g_k(P_n x)$, and $\varphi(\lambda, g)(x) = \varphi(\lambda, g)(P_n x)$, and $\mu$ is some positive constant to be determined later. Since $g_k$ and $\varphi(\lambda, g)$ are continuously differentiable, due to Lemma 4.8 we have that $\varphi_{\alpha, n}^k$ belongs to $C^2_b(H)$. Then, since $y_{\alpha, n}(t; x, z)$ is a strong solution of the problem (3.9), we can apply the Itô formula to the mapping $t \mapsto e^{-\lambda t} \varphi_{\alpha, n}^k(y_{\alpha, n}(t))$, and we get

$$d \left( e^{-\lambda t} \varphi_{\alpha, n}^k(y_{\alpha, n}(t)) \right) = e^{-\lambda t} \left( D\varphi_{\alpha, n}^k(y_{\alpha, n}(t)), Q_n \, dw(t) \right)_H$$

$$+ e^{-\lambda t} \left( (\mathcal{L}_{\alpha, n} - \lambda) \varphi_{\alpha, n}^k(y_{\alpha, n}(t)) + \langle P_n z(t), D\varphi_{\alpha, n}^k(y_{\alpha, n}(t)) \rangle_H \right)$$.
Recalling that $\varphi_{a,n}^k$ is the solution of (5.3) and that (3.15) holds, we have

$$(L_{a,n} - \lambda)\varphi_{a,n}^k = \mu \varphi_{a,n}^k + K_{r,n}(D\varphi_{a,n}^k) - g_{k,n} - \mu \varphi_n(\lambda, g).$$

Then, by integrating with respect to $t \in [0, T]$ and by taking the expectation, we get

$$e^{-\lambda T}P_T^{a,n}\varphi_{a,n}^k - \varphi_{a,n}^k = \mu \mathbb{E} \int_0^T e^{-\lambda t} (\varphi_{a,n}^k - \varphi(a, t)) (y_{a,n}(t)) \, dt$$

$$+ \mathbb{E} \int_0^T e^{-\lambda t} \left( K_r(D\varphi_{a,n}^k(y_{a,n}(t))) - g_k(y_{a,n}(t)) + \langle z(t), D\varphi_{a,n}^k(y_{a,n}(t)) \rangle_H \right) \, dt.$$  

Due to (3.10) and (4.15), if $\mu$ is large enough, we can take the limit as $n$ goes to infinity, and we get

$$e^{-\lambda T}P_T^{a,n}\varphi_{a,n}^k(x) - \varphi_{a,n}^k(x) = \mu \mathbb{E} \int_0^T e^{-\lambda t} (\varphi_{a,n}^k - \varphi(a, t)) (y_{a,n}(t)) \, dt$$

$$= \mathbb{E} \int_0^T e^{-\lambda t} \left( K_r(D\varphi_{a,n}^k(y_{a,n}(t))) - g_k(y_{a,n}(t)) + \langle z(t), D\varphi_{a,n}^k(y_{a,n}(t)) \rangle_H \right) \, dt,$$

where $\varphi_{a,n}^k = \varphi_{a,n}^k(\lambda + \mu, g_k + \mu \varphi(\lambda, g))$ is the solution of the problem

$$(\lambda + \mu)\varphi - L_a\varphi + K_r(D\varphi) = g_k + \mu \varphi(\lambda, g).$$

By taking the limit as $T$ goes to infinity, this yields

$$-\varphi_{a,n}^k = \mu \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left( \varphi_{a,n}^k - \varphi(a, t) \right) (y_{a,n}(t)) \, dt$$

$$+ \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left( K_r(D\varphi_{a,n}^k(y_{a,n}(t))) - g_k(y_{a,n}(t)) + \langle z(t), D\varphi_{a,n}^k(y_{a,n}(t)) \rangle_H \right) \, dt.$$  

We remark that for any $h, k \in \mathbb{N}$ and $a > 0$ we have

$$\varphi_{a,n}^k - \varphi_{a,n}^h = R(\lambda + \mu, L_a) \left[ g_k - g_h - (K_r(D\varphi_{a,n}^k) - K_r(D\varphi_{a,n}^h)) \right],$$

and then, due to (4.2),

$$\|\varphi_{a,n}^k - \varphi_{a,n}^h\| \leq \rho(\lambda + \mu) \left( \|g_k - g_h\| + c_r \|D\varphi_{a,n}^k - D\varphi_{a,n}^h\| \right),$$

where $c_r$ is the Lipschitz constant of $K_r$. Therefore, if $\mu$ is sufficiently large, we have $\rho(\lambda + \mu)c_r < 1$, so that

$$\|\varphi_{a,n}^k - \varphi_{a,n}^h\| \leq \frac{\rho(\lambda + \mu)}{1 - \rho(\lambda + \mu)c_r} \|g_k - g_h\|_0.$$  

This means that the sequence $\{\varphi_{a,n}^k\}$ converges to some $\varphi_a$ in $C^1_b(H)$. It is immediate to check that $\varphi_a$ coincides with $\varphi_a(\lambda + \mu, g + \mu \varphi(\lambda, g))$, and then, by taking the limit as $k$ goes to infinity in (5.4), due to the dominated convergence theorem we can conclude that

$$-\varphi_a = \mu \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left( \varphi_a - \varphi(a, t) \right) (y_a(t)) \, dt$$

$$+ \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left( K_r(D\varphi_a(y_a(t))) - g(y_a(t)) + \langle z(t), D\varphi_a(y_a(t)) \rangle_H \right) \, dt.$$
If $x \in E$ and $z \in L^p(\Omega; L^\infty(0, +\infty; H))$ with $p$ as in the Proposition 3.2, we can use (3.7) and (4.13), and by taking the limit as $\alpha$ goes to zero we have

$$\varphi(x) + \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left[ K(D\varphi(y(t))) - g(y(t)) + \langle z(t), D\varphi(y(t)) \rangle_H \right] dt = 0.$$  

Notice that here we have replaced $K_r$ by $K$, as we fixed $r \geq \|D\varphi(\lambda, g)\|_0$. Since $\varphi \in C^1_b(\lambda, g)$ depends continuously on $x \in H$ and $z \in L^2(\Omega; L^2(0, +\infty; H))$, the same identity holds for $x \in H$ and $z \in L^2(\Omega; L^2(0, +\infty; H))$. Then, recalling how $J(x; z)$ is defined, if we rearrange all terms, we get (5.2).

Theorem 5.2. Assume that Hypotheses 1, 2, and 4 hold. Then there exists $\mu_0$ such that for any $\lambda > \mu_0$ and $g \in C^1_b(\lambda, g)$ the value function $V$ corresponding to the cost functional (5.1) coincides with the solution $\varphi(\lambda, g)$ of the Hamilton–Jacobi equation (4.1).

Moreover, for any $x \in E$ we have

$$V(x) = \lim_{\alpha \to 0} \min \{ J_\alpha(x; z) : z \in L^2(\Omega; L^2(0, +\infty; H)) \} \text{ adapted},$$

where $\{J_\alpha(x, z)\}$ is a sequence of cost functionals which admit unique optimal controls and states and whose value functions $V_\alpha$ coincide with the solution of the problems

$$(\lambda + \lambda_0)\varphi - L_\alpha \varphi + K_r(D\varphi) = g + \lambda_0 \varphi(\lambda, g)$$

for some $\lambda_0 > 0$ large enough and $r \geq \|D\varphi(\lambda, g)\|_0$.

Proof. In Theorem 4.13 we have seen that, if $\lambda > \mu_0$ and $g \in C^1_b(\lambda, g)$, there exists a unique solution $\varphi(\lambda, g) \in C^1_b(\lambda, g)$ for (4.1). Due to (5.2) and to the definition of $K$, we have that $V(x) \geq \varphi(\lambda, g)(x)$ for any $x \in H$. Now we try to prove the opposite inequality. To this purpose we proceed by approximation.

We fix $r \geq \|D\varphi(\lambda, g)\|_0$, and for any $\alpha > 0$ we define the cost functional

$$J_\alpha(x; z) = \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left[ g(y_\alpha(t; x, z)) + k(z(t)) \right] dt$$

$$+ \lambda_0 \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left[ (\varphi(\lambda, g) - \varphi_\alpha)(y_\alpha(t; x, z)) \right] dt$$

$$+ \mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left[ K(D\varphi_\alpha(y_\alpha(t; x, z))) - K_r(D\varphi_\alpha(y_\alpha(t; x, z))) \right] dt,$$

where $\varphi_\alpha = \varphi_\alpha(\lambda + \lambda_0, g + \lambda_0 \varphi(\lambda, g))$ is the solution of the problem

$$(\lambda + \lambda_0)\varphi - L_\alpha \varphi + K_r(D\varphi) = g + \lambda_0 \varphi(\lambda, g),$$

and $\lambda_0$ is the constant introduced in Proposition 4.3 corresponding to the hamiltonian $K_r$. We denote by $V_\alpha(x)$ the corresponding value function. Thanks to (5.6) we easily have that $V_\alpha(x) \geq \varphi_\alpha(x)$ for any $x \in H$. In fact, it is possible to show that $V_\alpha(x) = \varphi_\alpha(x)$. Indeed, for each $x \in H$ the function

$$H \to \mathbb{R}, \quad z \mapsto - \langle z, D\varphi_\alpha(x) \rangle_H - k(z)$$

attains its maximum at $z = -DK(D\varphi_\alpha(x))$. Then, if we show that the closed loop equation

$$(5.7) \quad dy(t) = [Ay(t) + F_\alpha(y(t)) - DK(D\varphi_\alpha(y(t)))] dt + Q \, dw(t), \quad y(0) = x,$$
has a unique adapted solution \( y^*_\alpha(t) \), we have that for the control

\[
z^*_\alpha(t) = -DK(D\varphi_\alpha(y^*_\alpha(t)))
\]

it holds that \( J_\alpha(x, z^*_\alpha) = \varphi_\alpha(x) \). This means that \( V_\alpha(x) = \varphi_\alpha(x) \), and there exists a unique optimal control and a unique optimal state for the minimizing problem corresponding to the cost functional \( J_\alpha(x; z) \).

If \( g \in C^1_b(H) \), then due to Lemma 4.8 \( \varphi_\alpha \in C^2_b(H) \), so that the mapping

\[ U_\alpha : H \to H, \quad x \mapsto -DK(D\varphi_\alpha(x)) \]

is Lipschitz continuous. This implies that the closed loop equation admits a unique solution.

For any \( \alpha > 0 \) the optimal control relative to the functional \( J_\alpha(x; z) \) is \( z^*_\alpha(t) = -DK(D\varphi_\alpha(y^*_\alpha(t))) \). According to Proposition 4.11 we have

\[
\|D\varphi_\alpha\|_0 \leq \|Dg\|_0 + \lambda_0 \|D\varphi(\lambda, g)\|_0,
\]

and then, since \( DK \) is bounded on bounded sets, there exists \( R > 0 \) such that

\[
\sup_{\alpha > 0} \sup_{t \geq 0} |z^*_\alpha(t)|_H = R, \quad \mathbb{P}\text{-a.s.}
\]

This implies that

\[
V_\alpha(x) = \inf \left\{ J_\alpha(x; z) : z \in M^2_R \right\},
\]

where \( M^2_R \) is the subset of admissible controls introduced in (3.8).

Now, recalling Proposition 4.6, we have that for any \( x \in E \)

\[
\lim_{\alpha \to 0} V_\alpha(x) = \lim_{\alpha \to 0} \varphi_\alpha(\lambda + \lambda_0, g + \lambda_0 \varphi(\lambda, g))(x) = \varphi(\lambda, g)(x).
\]

Thus, if we show that

\[
\lim_{\alpha \to 0} \sup_{z \in M^2_R} \left| J_\alpha(x; z) - J(x; z) \right| = 0,
\]

it immediately follows that \( V(x) = \varphi(\lambda, g)(x) \) for \( x \in E \).

Due to Proposition 3.2, we have that

\[
\lim_{\alpha \to 0} \mathbb{E} |g(y_\alpha(t; x, z)) - g(y(t; x, z))| = 0,
\]

uniformly for \( (t, x) \) in bounded sets of \([0, +\infty) \times E\) and \( z \in M^2_R \). Hence, if we fix \( \epsilon > 0 \) and \( M > 0 \) such that

\[
\int_M^{+\infty} e^{-\lambda t} dt \leq \frac{\epsilon}{2\|g\|_0},
\]

we have

\[
\mathbb{E} \int_0^{+\infty} e^{-\lambda t} \left| g(y_\alpha(t; x, z)) - g(y(t; x, z)) \right| dt \leq \epsilon + \int_0^M e^{-\lambda t} \mathbb{E} |g(y_\alpha(t; x, z)) - g(y(t; x, z))| dt,
\]
so that, due to the arbitrariness of $\epsilon > 0$,

$$
\lim_{\alpha \to 0} \sup_{z \in \mathcal{M}_R^2} \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [g(y_\alpha(t; x, z)) - g(y(t; x, z))] \, dt = 0.
$$

Thanks to Lemma 4.8, we have that for $j = 0, 1$

$$
(5.9) \quad \lim_{\alpha \to 0} \sup_{|x| \leq R} |D^j (\phi_\alpha - \phi)(x)|_{\mathcal{L}(H)} = 0.
$$

Moreover, thanks to (3.6),

$$
\sup_{z \in \mathcal{M}_R^2} \sup_{t \in [0, T]} |y_\alpha(t; x, z)|_E < +\infty, \quad \mathbb{P}\text{-a.s.}
$$

for any $T > 0$. Thus, by using the same arguments as above, we have

$$
\lim_{\alpha \to 0} \sup_{z \in \mathcal{M}_R^2} \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [(\phi_\alpha - \phi)(y_\alpha(t; x, z))] \, dt = 0.
$$

Finally, since the sequence $\{\phi_\alpha\}$ is bounded in $C^1_b(H)$, recalling that $K$ and $K_r$ are bounded on bounded sets and $K(D\phi(x)) = K_r(D\phi(x))$ for any $x \in H$, by using (5.9) and by arguing as above, we have

$$
\lim_{\alpha \to 0} \sup_{z \in \mathcal{M}_R^2} \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [K(D\phi_\alpha(y_\alpha(t; x, z))) - K_r(D\phi_\alpha(y_\alpha(t; x, z)))] \, dt = 0.
$$

Therefore, we can conclude that (5.8) holds for any $x \in E$, and then $V(x) = \phi(x)$ for $x \in E$.

Now assume that $x \in H$. We fix a sequence $\{x_n\} \subset E$ converging to $x$ in $H$. For each $n \in \mathbb{N}$ we have $V(x_n) = \phi(x_n)$ and

$$
J(x_n; z) - J(x; z) = \mathbb{E} \int_0^{+\infty} e^{-\lambda t} [g(y(t; x_n, z)) - g(y(t; x, z))] \, dt.
$$

Then, due to (3.4), if $\phi \in C^1_b(H)$, we easily get

$$
\lim_{n \to +\infty} \sup_{z \in \mathcal{M}_R^2} J(x_n; z) = J(x; z),
$$

so that we can conclude that $V(x) = \phi(x)$ for any $x \in H$. \hfill \Box

We have seen that if we assume the hamiltonian $K$ to be Lipschitz continuous, then for any $\lambda > 0$ and $g \in C_b(H)$ there exists a unique solution $\phi(\lambda, g)$ in $D(L) \subset C^1_b(H)$ to the problem (4.1). This allows us to have a stronger version of the previous theorem in the case of Lipschitz $K$.

**Theorem 5.3.** Assume that Hypotheses 1, 2, and 3 hold. Then for any $\lambda > 0$ and $g \in \text{Lip}_b(H)$ the value function $V$ corresponding to the cost functional (5.1) coincides with the solution $\phi(\lambda, g)$ of the Hamilton–Jacobi equation (4.1).

Moreover, for any $x \in E$ we have

$$
V(x) = \lim_{\alpha \to 0} \min \left\{ J_\alpha(x; z) ; z \in L^2(\Omega; L^2(0, +\infty; H)) \text{ adapted} \right\},
$$
equation has a unique solution where

\[(\lambda + \lambda_0) \varphi - L_\alpha \varphi + K(D\varphi) = g + \lambda_0 \varphi(\lambda, g)\]

for some \(\lambda_0 > 0\).

**Proof.** By arguing as in the proof of the previous theorem, we have the thesis for any \(g \in C^1_b(H)\) and \(\lambda > 0\). Thus, in order to conclude, we have to show that for any \(g \in \text{Lip}_b(H)\) the approximating closed loop equation

\[du(t) = [Au(t) + F_\alpha(y^*_\alpha(t)) - F_\alpha(y^*_\alpha(t)) - DK(D\varphi_{\alpha,k}(y^*_\alpha(t))) + DK(D\varphi_{\alpha,k}(y^*_\alpha(t)))] dt + Qdw(t), \quad u(0) = x,\]

admits a unique adapted solution \(u^*_\alpha(t)\).

If \(g \in \text{Lip}_b(H)\), we can find a bounded sequence \(\{g_k\} \subset C^1_b(H)\) converging to \(g\) in \(C_b(H)\). For each \(k \in \mathbb{N}\) there exists a unique solution \(\varphi_{\alpha,k}\) for the Hamilton–Jacobi problem

\[(\lambda + \lambda_0) \varphi - L_\alpha \varphi + K_r(D\varphi) = g_k + \lambda_0 \varphi(\lambda, g).\]

Then, since \(g_k + \lambda_0 \varphi(\lambda, g) \in C^1_b(H)\), as proved above, the corresponding closed loop equation has a unique solution \(y^*_{\alpha,k}(t)\). If we show that for any \(T > 0\) the sequence \(\{y^*_{\alpha,k}\}\) converges to some \(y^*_\alpha\) in \(C([0, T]; H)\), P-a.s. and in mean-square, then we easily have that \(y^*_\alpha\) is the solution of the closed loop equation (5.7).

For \(k, h \in \mathbb{N}\) we define \(v^{k,h}_\alpha(t) = y^*_{\alpha,k}(t) - y^*_\alpha(t)\). We have that \(v^{k,h}_\alpha\) is the solution of the problem

\[
\frac{dv}{dt}(t) = Av(t) + F_\alpha(y^*_{\alpha,k}(t)) - F_\alpha(y^*_\alpha(t)) - DK(D\varphi_{\alpha,k}(y^*_\alpha(t))) + DK(D\varphi_{\alpha,k}(y^*_{\alpha,k}(t))) + v^{k,h}_\alpha(t), \quad v(0) = 0.
\]

By multiplying each side by \(v^{k,h}_\alpha(t)\) and recalling (2.3) and (2.4), we have

\[
\frac{1}{2} \frac{d}{dt}|v^{k,h}_\alpha(t)|_H^2 \leq c |v^{k,h}_\alpha(t)|_H^2 + |DK(D\varphi_{\alpha,k}(y^*_\alpha(t))) - DK(D\varphi_{\alpha,h}(y^*_\alpha(t)))|_H |v^{k,h}_\alpha(t)|_H.
\]

Since \(DK\) is locally Lipschitz continuous and according to Lemma 4.11 we have

\[
\sup_{k \in \mathbb{N}} \|D\varphi_{\alpha,k}\|_0 \leq \sup_{k \in \mathbb{N}} (\|Dg_k\|_0 + \lambda_0 \|D\varphi\|_0) < \infty,
\]

we obtain

\[
|DK(D\varphi_{\alpha,k}(y^*_\alpha(t))) - DK(D\varphi_{\alpha,h}(y^*_\alpha(t)))|_H \leq c |D\varphi_{\alpha,k}(y^*_\alpha(t)) - D\varphi_{\alpha,h}(y^*_\alpha(t))|_H.
\]

For each \(x, y \in H\) we have

\[
|D\varphi_{\alpha,k}(x) - D\varphi_{\alpha,k}(y)|_H \leq c \|\varphi_{\alpha,k}\|_2|x - y|_H,
\]

and then, since the sequence \(\{g_k\}\) is bounded in \(C^1_b(H)\), from (4.16) it follows that

\[
|D\varphi_{\alpha,k}(y^*_\alpha(t)) - D\varphi_{\alpha,k}(y^*_\alpha(t))|_H \leq c \alpha v^{k,h}_\alpha(t).
\]
Moreover, if $\lambda_0$ is large enough, due to (5.5) we have
\[ \|D\varphi_{\alpha,k} - D\varphi_{\alpha,h}\|_0 \leq c_\alpha \|g_k - g_h\|_0. \]
Therefore, we can conclude that
\[ |DK(D\varphi_{\alpha,k}(y^{\star,k}_{\alpha}(t))) - DK(D\varphi_{\alpha,h}(y^{\star,h}_{\alpha}(t)))|_H \leq c_\alpha |y^{k,h}_{\alpha}(t)|_H + c_\alpha \|g_k - g_h\|_0, \]
so that from the Young inequality we have
\[ \frac{1}{2} \frac{d}{dt} |y^{k,h}_{\alpha}(t)|^2_H \leq c_\alpha |y^{k,h}_{\alpha}(t)|^2_H + c_\alpha \|g_k - g_h\|^2_0. \]
By the Gronwall lemma this yields
\[ \sup_{t \in [0,T]} |y^{\star,k}_{\alpha}(t) - y^{\star,h}_{\alpha}(t)|_H \leq c_T \|g_k - g_h\|_0, \quad \mathbb{P}\text{-a.s.}, \]
for some constant $C_T$. Thus $y^{\star,k}_{\alpha}$ converges to some $y^{\star}_{\alpha}$ in $C([0,T];H)$, $\mathbb{P}$-a.s and in mean-square, and it is not difficult to check that $y^{\star}_{\alpha}$ is the solution of the closed loop equation corresponding to the datum $g$.

By proceeding as in [9, Theorem 7.3] it is possible to show that when the space dimension $d$ equals 1, under suitable assumptions there exist an optimal control and the corresponding optimal state.

**Theorem 5.4.** Assume that the space dimension $d$ equals 1.

1. If the constant $m$ in Hypothesis 1 is less than or equal to 1, then there exists a unique optimal control for the minimizing problem associated with the functional $J$. Furthermore, the optimal control $z^{\star}$ is related to the corresponding optimal state $y^{\star}$ by the feedback formula
   \[ z^{\star}(t) = -DK[DV(y^{\star}(t))], \quad t \in [0,T]. \]

2. If $DK$ can be extended as a Lipschitz continuous mapping from $E^*$ into itself, then the same conclusion holds for any $x \in E$.
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