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ABSTRACT. First return and first hitting times, local times and first intersection times are studied for planar finite horizon Lorentz processes with a periodic configuration of scatterers. Their asymptotic behavior is analogous to the asymptotic behavior of the same quantities for the 2-d simple symmetric random walk (cf. classical results of Darling-Kac, 1957 and of Erdős-Taylor, 1960). Moreover, asymptotical distributions for phases in first hittings and in first intersections of Lorentz processes are also described. The results are also extended to the quasi-one-dimensional model of the linear Lorentz process.
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1. Introduction

The (periodic) Lorentz process (PLP) is the $\mathbb{Z}^d$—covering of a Sinai billiard, in other words of a dispersing billiard, given on $\mathbb{T}^d = \mathbb{R}^d/\mathbb{Z}^d$. If the horizon is finite, i. e. the free flight vector $\kappa(x)$ is bounded, then the Lorentz process is a most instructive model of the Brownian Motion. Indeed, for $d = 2$ and in the diffusive scaling, this (mechanical) process converges weekly to the Wiener process ([BS 81] and [BCS 91]) in the same way as a gem of classical probability theory, the (stochastic) simple symmetric random walk (SSRW) does.

It is natural to expect that more refined properties of the SSRW also hold for the PLP. Nice examples are the local central limit theorem ([SzV 04]), Pólya’s recurrence theorem ([Sch 98], [Con 99], [SzV 04]) and the law of iterated logarithm ([Ch 06], the 1-dimensional case and [MN 05], the general case).

The main aim of this paper is the study of further delicate probabilistic properties of the PLP. The results are interesting not in themselves, only, but can also be used for treating the locally perturbed Lorentz process ([DSzV 06]).
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Recurrence of Lorentz process

For simplicity, let us consider a Sinai billiard on $T^2$ with a finite number of disjoint, strictly convex, $C^3$ scatterers and with a finite horizon. For our study it will be more convenient to work with the discrete-time mapping (the Poincaré section of the billiard flow). Denote its phase space by $\Omega_0$, the discrete-time mapping $\Omega_0 \to \Omega_0$ by $f_0$, and finally the Liouville-measure on $\Omega_0$ by $\mu_0$. Let then $\Omega$ denote the phase space of the (infinite) Lorentz-process, i.e. the $\mathbb{Z}^2$-covering of $\Omega_0$ (of course, $\Omega_0 = \Omega/\mathbb{Z}^2$). The analogous objects for $\Omega$ are denoted by $\mu$ and $f$.

There is a natural projection $\pi_\Omega : (\Omega, f, \mu) \to (\Omega_0, f_0, \mu_0)$. We can also think of $(\Omega_0, \mu_0)$ as embedded into $(\Omega, \mu)$ as the 0-th cell. Of course, $\Omega_0 = Q_0 \times S_+$ (here the subscript $(0)$ means that the objects in question are defined and the corresponding claims are true for both $\Omega$ and $\Omega_0$) where $Q_0$ denotes the configuration component (i.e. the boundary of the billiard table) and $S_+$ is the space (semicircle) of outgoing velocities. The natural projection $\Omega_0 \to Q_0$ will be denoted by $\pi_q$.

$Q_0$ is, in fact, the fundamental domain of the configuration space of the Lorentz process and further we denote $Q_m = Q_0 + m \ (m \in \mathbb{Z}^2)$. Then the meaning of the shifted billiard phase space $\Omega_m$ and of the Liouville measure $\mu_m$ living on $\Omega_m; \ m \in \mathbb{Z}^2$ is clear. Let $S_n$ be the location (i.e. the configuration component) of the Lorentz particle after $n$ collisions. More formally: let us define the free flight vector $\kappa : \Omega_0 \to \mathbb{R}^2$ as follows: for $x \in \Omega$ let $\kappa(x) = \pi_q(f(x)) - \pi_q(x)$ and for $x \in \Omega_0$ let $\kappa(x) = \kappa(\pi^{-1}_\Omega(x))$. Then for $x \in \Omega_0$ we define

$$S_n(x) = \sum_{k=0}^{n-1} \kappa(f^k_0(x)).$$

Let $m(S) = m$ if $S \in Q_m$. Let further

$$\tau = \min\{n > 0 : m(S_n) = 0\} \ (i.e. \ \tau : \Omega \to \mathbb{N})$$

In this paper we prove the following results.

**Theorem 1.** There is a constant $c$ such that $\mu_0(\tau > n) \sim \frac{c}{\log n}$.

The form of $c$ will be given in subsection 3.4.

**Theorem 2.** Let $N_n(x) = \text{Card}(k \leq n : m(S_k) = 0)$. Assume $x$ is distributed according to $\mu_0$. Then $\frac{cN_n}{\log n}$ converges weakly to a mean 1 exponential distribution.

Combining this with Hurewicz’ Ratio Ergodic Theorem (see [Pet 83], Section 3.8) we obtain the following
Corollary 3. If $A \in L^1(\mu)$ and $\mu(A) \neq 0$, then the sum $\sum_{j=0}^{n-1} A(f^j x) / (\mu(A) \log n)$ converges weakly to an exponential random variable with mean $\frac{1}{2}$. If $\mu(A) = 0$, then $\sum_{j=0}^{n-1} A(f^j x) / \log n$ converges to 0 in probability.

For later reference it is worth mentioning that the exponential law is a special case of the Mittag-Leffler distributions (as to their definition see for instance [DK 57]). A random variable $Y$ with Mittag-Leffler distribution of parameter $\alpha \in [0, 1]$ is characterized by having moments
\[
\mathbb{E}(Y^k) = b^k \frac{k!}{\Gamma(\alpha k + 1)} \quad k \geq 0
\]
where $b$ is a non-negative constant. (For $\alpha = 0$ we have the exponential law of parameter $\frac{1}{b}$, whereas for $\alpha = \frac{1}{2}$, $b = \frac{1}{\sqrt{2}}$ one obtains the one-sided standard gaussian law.)

Let $t_m$ denote the random variable $\tau(x)$ under the condition that $x$ is distributed according to $\mu_m$.

Theorem 4. As $|m| \to \infty$, $\log t_m / 2 \log |m|$, converges weakly to
\[
(3) \quad \xi = 1/U
\]
where $U$ is a uniform random variable on $[0, 1]$.

Analogues of Theorems 1, 2 and 4 for planar simple symmetric random walks had been proved in [DK 57] and [ET 60].

Let $\nu_m$ denote the distribution of $f^\tau(x)$ if $x$ is distributed according to $\mu_m$.

Theorem 5. As $|m| \to \infty$, $\nu_m$ converges weakly to a limiting measure $\nu$.

Even though our results are formulated for the Poincaré map they can also be used to obtain information about the continuous time dynamics.

Let $(\mathcal{M}_0, g^t_0)$ be the flow of the associated Sinai billiard and $(\mathcal{M}, g^t)$ be the Lorentz flow (in other words, their Poincaré section dynamics are $(\Omega_0, f_0, \mu_0)$ and $(\Omega, f, \mu)$ respectively). Let $m_0$ and $m$ denote the corresponding Liouville measures. By a natural identification, the time $T_n$ of the $n$-th collision coincides for these flows. $\mathcal{M}_0$ can again be identified as the 0-th cell of $\mathcal{M}$ and then $\mathcal{M}_m$ will denote the domain which is obtained from $\mathcal{M}_0$ by shifting the positions of all points by $m \in \mathbb{Z}^2$.

Let $\bar{L} = \pi \text{Area}(Q(0)) / l$ denote the mean free path where $l$ is the total perimeter of the scatterers in $Q(0)$.

Corollary 3 and Theorem 4 imply the following statements about the continuous time dynamics.
Corollary 6. If $A \in L^1(m)$ and $m(A) \neq 0$, then the integral $\int_0^t A(g^s x) ds / (m(A) \log t)$ converges weakly to an exponential random variable with mean $\bar{L}/c$. If $m(A) = 0$, then $\int_0^t A(g^s x) ds / \log t$ converges to 0 in probability.

Corollary 7. Let $t$ be the first continuous time when $g^t x \in M_0$ and denote by $t_m$ the random variable $t(x)$ where $x$ is uniformly distributed on $M_m$. As $|m| \to \infty$, $\log t_m / (2 \log |m|)$, converges weakly to a random variable $\xi$ whose distribution is given by (3).

2. Extensions

By a linear Lorentz process (LLP) we mean a particle moving in a periodic configuration of scatterers either in a strip or in a cylinder. In other words, one has a $\mathbb{Z}$-periodic configuration of scatterers in $\mathbb{R} \times [0, 1]$ or in $\mathbb{R} \times \mathbb{T}$. Correspondingly, all notations of the previous section can be used in the same way as before by keeping in mind that instead of $\mathbb{Z}^2$ we now factorize with $\mathbb{Z}$. Again we assume finite horizon. Theorems of the previous section have natural extensions to the LLP.

Moreover, the applicability of the results to the locally perturbed Lorentz process also requires a slightly more general setup. To be more precise, by the locally perturbed Lorentz process we mean a Lorentz process where the dynamics, e.g. the scatterer configuration is perturbed in a bounded domain. This and related models are studied in our forthcoming paper [DSzV 06] where our next results are used.

Let us fix a scatterer in the 0-th cell whose boundary will be denoted by $O(\subset Q_0)$. On the one hand, we will assume that $x_0$ is distributed according to the Liouville measure restricted to $\pi^{-1}O$ (or its shifted version $O_m : m \in \mathbb{Z}$). Also, on the other hand, we will be interested in the asymptotic behaviour of the distribution of

$$\tau^*_m = \min\{k > 0 : S_k \in O\}.$$ 

Denote by $\mu_O$ the Liouville measure conditioned onto $\pi^{-1}O$.

Theorem 8. There is a constant $c_O$ such that $P(\tau^*_m > n) \sim c_0 \sqrt{n}$. The form of $c_O$ will be calculated in section 11.

Theorem 9. Let $N_n(x) = \text{Card}(k \leq n : m(S_k) = 0)$. Then there exists a constant $c > 0$ such that $c_n^{N_n} \sqrt{m}$ converges to the Mittag-Leffler distribution of index $1/2$ with $b = 1$.

The form of $c$ will be given in subsection 3.4.

For the next two results we assume that $x_0$ is uniformly distributed on $\Omega_m$; $m \in \mathbb{Z}$ and denote by $\tau^*_m$ the distribution of $\tau^*$. 
Theorem 10. There is a constant \( \bar{D}^2 > 0 \) such that \( \frac{D^2 r_{\tau_m}}{|m|^2} \) converges weakly to \( t \) — the first time then the standard Brownian motion visits 1.

The form of \( \bar{D} \) will be given in subsection 3.4.

Theorem 11. The distribution of \( x_{\tau_m} \) has weak limits as \( m \to \pm \infty \).

Our techniques can again be applied in other settings. Namely, let us return again to the two-dimensional case. As an example, let \( x', x'' \) be two independent Lorentz particles. Suppose that, at time 0, \( x' \) is uniformly distributed on \( \mathcal{M}_0 \) and \( x'' \) is uniformly distributed on \( \mathcal{M}_m \). Let \( \tau(x', x'') \) be the first time when \( d(g_t(x'), g_t(x'')) \leq 1 \) (i.e. \( \tau(x', x'') : \mathcal{M}_0 \times \mathcal{M}_m \to \mathbb{N} \)). The proofs of the following theorems are similar to the proofs of Theorems 4 and 5.

Theorem 12. As \( |m| \to \infty \), \( \log \tau(x', x'') / 2 \log |m| \) converges weakly to a random variable \( \xi \) whose distribution is given by (3).

Theorem 13. As \( |m| \to \infty \), the distribution of the vector \( (\pi(g_\tau(x')) , \pi(g_\tau(x'')) ) \) converges weakly to a limiting one.

3. Preliminaries

In this section notions and theorems are collected, which later will be used or referred to.

3.1. Hyperbolicity of the billiard map. For definiteness, let \( Q_0 = \mathbb{T}^d \setminus \bigcup_{i=1}^s O_i \) where the closed sets \( O_i \) are pairwise disjoint, strictly convex with \( C^3 \)-smooth boundaries \( O_i \). In \( \Omega_{(0)} \) it is convenient to use the product coordinates which, for simplicity, we only introduce for \( \Omega_0 \). Recall that

\[
\Omega_0 = \{ x = (q, v) | q \in Q_0, \langle v, n \rangle \geq 0 \}
\]

where \( \langle \cdot, \cdot \rangle \) denotes scalar product, and \( n \) is the outer normal in the collision point. Traditionally for \( q \) one uses the arclength parameter and for the velocity the angle \( \phi = \arccos \langle v, n \rangle \in [-\pi/2, \pi/2] \). In these coordinates the invariant measure is given by the density \( \frac{1}{2l} \cos \phi \, dq \, d\phi \), where \( l \) is the overall perimeter of the scatterers. From our assumptions it follows that \( 0 < \min |\kappa| < \max |\kappa| < \infty \).

For our billiards there is a natural \( Df_0 \)-invariant field \( C^u_x \) of unstable cones (and dually also a field \( C^s_x \) of stable ones) of the form \( c_1 \leq \frac{d \phi}{dq} \leq c_2 \) (or \( -c_2 \leq \frac{d \phi}{dq} \leq -c_1 \) respectively) where \( 0 < c_1 < c_2 \) are suitable constants.
A connected smooth curve $\gamma \subset \Omega_0$ is called an unstable curve (or a stable curve) if at every point $x \in \gamma$ the tangent space $T_x \gamma$ belongs to the unstable cone $C^u_x$ (or the stable cone $C^s_x$ respectively).

For an unstable curve $\gamma$ (or a stable one) and for any $x \in \gamma$ denote by $J_{\gamma, f^0_n}(x) = ||D_x f^0_n(dx)|| / ||dx||$, $dx \in T_x \gamma$ the Jacobian of the map $f^0_n$ at the point $x$. Then the hyperbolicity of the dynamics means that there are constants $\Lambda > 1$ and $C > 0$ depending on the billiard table, only, such that for any unstable (or stable) curve $\gamma$ and every $x \in \gamma$ and every $n \geq 1$ one has $J_{\gamma, f^0_n}(x) \geq C \Lambda^n$ (or $J_{\gamma, f^{-n}_0}(x) \geq C \Lambda^n$ respectively).

Sinai billiards are hyperbolic and, consequently, the Lyapunov exponents are non-zero. Since Sinai’s celebrated paper [Sin 70] one knows that much more is true: the billiard is ergodic, K-mixing and has further nice and strong properties. This theory is already standard and for further results and methods it suffices to refer to [Sz 00]. In various recent works, however, new and very efficient non-traditional tools were developed, which will also be used in this work. Though we can not give a detailed exposition, we briefly describe the most important statements in the form we will use them. For more details we refer to the original works.

3.2. **Standard pairs.** Let us start with a heuristic introduction. Sinai’s classical billiard philosophy ([Sin 70] reacts to the fact that dispersing billiards are hyperbolic (a nice property) but at the same time they are singular dynamical systems (an unpleasant property). Nevertheless smooth pieces of unstable (and of stable) invariant manifolds do exist for expansion prevails partitioning.

Though dispersing billiards are hyperbolic, they are not only singular but, added to that, close to the singularities the derivative of the map also explodes. This circumstance is the most unpleasant when one aims at proving the distortion estimates, basic for the techniques. To cope with this difficulty [BCS 91] introduced the idea of surrounding the singularities with a countable number of extremely narrow strips, called homogeneity strips, roughly parallel to the singularities. In these strips the derivative of the map can be large, but oscillates very little; this fact makes it possible to establish the necessary distortion estimates. The boundaries of these homogeneity strips provide further singularities (causing further partitioning), the so-called secondary ones in contrast to the primary singularities (in our case only tangencies). The definition of homogeneity strips depends on a parameter denoted usually $k_0$. The larger $k_0$ is, the smaller the neighborhood of (primary) singularities is where one introduces the homogeneity strips. In certain
bounds (e. g. in the growth lemmas) \( k_0 \) should be selected sufficiently large.

Let us now give precise definitions. For \( k \geq k_0 \) let
\[
\mathbb{H}_k = \{(r, \phi) : \frac{\pi}{2} - k^{-2} < \phi < \frac{\pi}{2} - (k + 1)^{-2}\},
\]
\[
\mathbb{H}_{-k} = \{(r, \phi) : \frac{\pi}{2} - k^{-2} < -\phi < \frac{\pi}{2} - (k + 1)^{-2}\},
\]
\[
\mathbb{H}_0 = \{(r, \phi) : -(\frac{\pi}{2} - k_0^{-2}) < \phi < \frac{\pi}{2} - k_0^{-2}\}.
\]

Take \( L_1, L_2 \gg 1 \) and \( \theta < 1 \) sufficiently close to 1.

An unstable curve is \textit{weakly homogeneous} if it does not intersect any singularity (i.e. neither primary nor secondary one).

A weakly homogeneous unstable curve \( \gamma \) is \textit{homogeneous} if it satisfies the distortion bound
\[
\log \left| \frac{J_{\gamma}f_0(x)}{J_{\gamma}f_0(y)} \right| \leq L_1 \frac{d(x, y)}{\text{length}^{2/3}(\gamma)} \quad x, y \in \gamma
\]
and the curvature bound
\[
\angle(\dot{\gamma}(x), \dot{\gamma}(y)) \leq L_1 \frac{d(x, y)}{\text{length}^{2/3}(\gamma)} \quad x, y \in \gamma
\]

We observe that if the \( C^2 \) norm of \( \gamma \) is bounded and \( \gamma \) does not cross any boundary between homogeneity strips, then \( \gamma \) satisfies both the distortion and the curvature bounds.

Let \( s^+(x, y) \) be the first time \( f_0^n(x) \) and \( f_0^n(y) \) are separated by a singularity.

A probability density \( \rho \) on a homogeneous unstable curve \( \gamma \) is called \textit{a homogeneous density} if it satisfies the density bound
\[
| \log \rho(x) - \log \rho(y) | \leq L_2 \theta^{s^+(x,y)}.
\]

We will call the connected homogeneous components of an unstable (stable) curve the \textit{H-components} of the curve. Given \( \gamma \) we let \( \gamma_n(x) \) be the largest subcurve of \( f_0^n \gamma \) containing \( f_0^n x \) and such that \( f_0^{-n} \gamma_n(x) \) does not contain singularities of \( f_0^n \).

A \textit{standard pair} is a pair \( \ell = (\gamma, \rho) \) where \( \gamma \) is a homogeneous curve and \( \rho \) is a homogeneous density on \( \gamma \).

Given a standard pair and a measurable \( A : \Omega_0 \to \mathbb{R} \) we write
\[
\mathbb{E}_\ell(A) = \int_{\gamma} A(x)dx
\]
and \( \text{length}(\ell) = \text{length}(\gamma) \).
In this work the precise definition of the standard pairs is not important but we shall take advantage of their invariance and equidistribution properties listed below and in subsection 3.5.

The fundamental tool used in our work is the so-called growth lemma. While the hyperbolicity of Sinai billiards means that infinitesimal trajectories diverge exponentially fast, the growth lemma says that the exponential divergence also holds — and in a sense even uniformly — for most trajectories which are sufficiently close to each other.

The next proposition contains two formulations of the growth lemma. The first and more classical one (parts (a) and (b)) deals with curves while the second formulation (parts (c) and (d)) deals with standard pairs.

Let $\gamma$ be a homogeneous curve and for $n \geq 1$ and $x \in \gamma$ let $r_n(x)$ denote the distance of the point $f_n^0(x)$ from the nearest boundary point of the H-component $\gamma_n(x)$ containing $f_n^0(x)$.

**Proposition 3.1.** (Growth lemma). If $k_0$ is sufficiently large, then

(a) there are constants $\beta_1 \in (0, 1)$ and $\beta_2 > 0$ such that for any $\varepsilon > 0$ and any $n \geq 1$

$$\text{mes}_\nu(x : r_n(x) < \varepsilon) \leq (\beta_1 \Lambda)^n \text{mes}(x : r_0 < \varepsilon / \Lambda^n) + \beta_2 \varepsilon$$

(b) there are constants $\beta_3, \beta_4 > 0$, such that if $n \geq \beta_3 |\log \text{length}(\gamma)|$, then for any $\varepsilon > 0$ and any $n \geq 1$ one has

$$\text{mes}_\ell(x : r_n(x) < \varepsilon) \leq \beta_4 \varepsilon$$

(c) If $\ell = (\gamma, \rho)$ is a standard pair, then

$$\mathbb{E}_\ell(A \circ f_n^0) = \sum_\alpha c_\alpha \mathbb{E}_{\ell_\alpha}(A)$$

where $c_\alpha > 0$, $\sum_\alpha c_\alpha = 1$ and $\ell_\alpha = (\gamma_\alpha, \rho_\alpha)$ are standard pairs where $\gamma_\alpha = \gamma_n(x_\alpha)$ for some $x_\alpha \in \gamma$ and $\rho_\alpha$ is the push-forward of $\rho$ up to a multiplicative factor.

(d) If $n \geq \beta_3 |\log \text{length}(\ell)|$, then

$$\sum_{\text{length}(\ell_\alpha) < \varepsilon} c_\alpha \leq \beta_4 \varepsilon.$$
where $\sigma$ is a factor measure such that
\begin{equation}
\sigma(\text{length}(\ell_\alpha) < \varepsilon) < \text{Const.}\varepsilon.
\end{equation}
We shall call measures satisfying (4) and (5) \textit{admissible measures}.

We observe that Theorems 1–11 remain true if the initial distribution
is any admissible measure since in the proofs only the admissibility of
the initial distribution is used.

3.3. \textbf{Young towers and transfer operators}. According to our re-
cent understanding the most efficient way for constructing Markov par-
titions for billiards is to use Young towers, cf. [You 98]. We are going
to introduce the main concepts without giving a full description.

The presence of singularities prevent stable and unstable curves to
admit a lower bound for their size in any part of the phase space.
Therefore the product structure which is the key ingredient of several
hyperbolic arguments can only be introduced on a complicated set.

First choose an unstable curve $W$, which is short enough to ensure
that a high amount of the points admit unstable curve of this length.
Then define a subset of this curve consisting of points, which remain a
certain (exponentially shrinking) distance apart the singularities.

$$
\Omega_\infty := \{ y \in W \mid d(T^n y, S) > \delta_1 \lambda^{-n} \quad \forall n \geq 0 \}
$$

where $\lambda$ is the hyperbolicity constant. If $\delta_1$ is chosen small enough this
set has positive measure. By construction each point in $\Omega_\infty$ admits a
stable curve of length $\delta_1$.

So far we have one unstable curve $W$, and a family of stable curves
$\{\gamma^s\}$. Let us consider all the nearby unstable curves, which are long
enough, and intersect all the stable curves in the previous family. These
two families of curves $\{\gamma^s\}$ and $\{\gamma^u\}$ define the hyperbolic product set
$\Lambda = (\bigcup \gamma^s) \cap (\bigcup \gamma^u)$.

This set is the base of the hyperbolic Young tower. To continue the
construction of the tower we are going to focus on recurring subsets of
$\Lambda$. We are only interested in those returns, which respect the product
structure. A subset of $\Lambda$ is said to be an \textit{s-subset} if it is the product of
the full family of stable curves and some part of the unstable family.
The notion of \textit{u-subset} is defined \textit{mutatis mutandis} in the same way.

A Markov return is an event when some $f_0^n \Lambda \cap \Lambda$ is a u-subset, and
its inverse image under $f_0^{-n}$ is an s-subset. The possible non-Markov
returns are when the intersection is not a u-subset (this is printed as
the middle intersection), or when the inverse image is not an s-subset.
This latter event happens when a recurring part goes over the edge of
$\Lambda$ in the stable direction.
The inverse image of the Markov recurring part is not necessarily a solid rectangle intersected with \( \Lambda \). It can have infinitely many “holes” in it.

The tower is built using these Markov type returns. The basic set \( \Lambda \) is divided into \( s \)-subsets according to Markov returns, and each subset is marked by the return time \( R \). In this way \( R \) will be a function on \( \Lambda \) which is constant on these \( s \)-subsets. Not all Markov returns are considered, for sophisticated details please consult [You 98]. The tower itself

\[
\Delta \overset{\text{def}}{=} \{(x,l) : x \in \Lambda; \ l = 0,1,\ldots, R(x) - 1\}
\]

and the dynamics on the tower is

\[
F(x,l) = \begin{cases} 
(x,l+1) & \text{if } l + 1 < R(x) \\
(f_R x, 0) & \text{if } l + 1 = R(x)
\end{cases}
\]

Note that we have a decomposition into \( s \)-subsets which give rise to a Markov partition on the tower. This tower is hyperbolic, and as a usual tool in this field Young has also introduced a factorized version of it \( \bar{\Delta} \). Simply collapse the stable direction. We have the following commutative diagram of measure preserving transformations:

\[
\begin{array}{c}
(\bar{\Delta}, \bar{\mu}_\Delta) \xleftarrow{\pi_{\bar{\Delta}}} (\Delta, \mu_\Delta) \xrightarrow{\pi_{\Omega_0}} (\Omega_0, \mu_0) \\
\bar{F} \uparrow \quad F \uparrow \quad f_0 \uparrow
\end{array}
\]

(6)

The projection to the original phase space is not 1-1 since the first return need not to be Markov.

Functions \( \phi : \Omega_0 \to \mathbb{R}^d \) on the original phase space \( \Omega_0 \) can be lifted to \( \Delta \). Functions on \( \Delta \) which are constant along stable directions can be considered as functions on \( \bar{\Delta} \). For any function \( \psi \) on \( \Delta \) there exists functions \( h \) and \( \varphi \), such that \( \varphi - \psi = h - h \circ F \), and \( \varphi \) is constant along stable directions. In this equation the regularity of the functions can be examined, but we will skip the details, and only introduce distance, and function norms on the factorised tower \( \bar{\Delta} \).

The factorised tower \( \bar{\Delta} \) has a Cantor structure, and a Markov partition. The Cantor hierarchy can be redefined with the separation time \( s(x,y) = \min\{k \geq 0 \mid \bar{F}^k x \text{ and } \bar{F}^k y \text{ lie in different elements of the Markov partition}\} \). This is more or less the same as the separation time defined above for the same notation. With any \( 0 < \beta < 1 \) the function \( \beta^s \) is a metric providing the original Cantor topology.
On $\Delta$ Young uses two kinds of norms: the $C$ norm is
\[ \|\varphi\|_C \overset{\text{def}}{=} \sup_{l,j} \|\varphi|_{\Delta_{l,j}}\|_\infty e^{-l\epsilon} \]
where $\|\cdot\|_\infty$ is the essential supremum wrt $\bar{\mu}_\Delta$, and the indices $(l,j)$ refer to the elements of the Markov partition. The $L$ norm is a sum of this, and the $h$-norm:
\[ \|\varphi\|_h \overset{\text{def}}{=} \sup_{l,j} \left( \sup_{x,y \in \Delta_{l,j}} \left| \frac{\varphi(x) - \varphi(y)}{\beta^\alpha(x,y)} \right| \right) e^{-l\epsilon}; \]
where the inner sup is again essential supremum wrt $\bar{\mu}_\Delta \times \bar{\mu}_\Delta$. To a Hölder function on the original billiard phase-space, we can associate a function on $\bar{\Delta}$ as described above, such that for any $\beta$ smaller than a certain number (computed from the original Hölder exponent) the resulting function has a finite $h$-norm.

In these definitions the role of $\epsilon$ is the following: without $\epsilon$ the Jacobian of the mapping would be 1 except when recurring to the base of the tower. However estimates expressed in the terms of this norm see a uniform expansion. To make the mapping expanding, when recurring to the base, we have to choose $\epsilon$ smaller than the Lyapunov exponent.

The Perron-Frobenius (or transfer) operator $P$ is defined on functions on $\bar{\Delta}$ with finite $L$-norm as the adjoint of $\bar{F}$ wrt the measure $\bar{\mu}_\Delta$. This means
\[ P(\varphi)(x) = \sum_{y | \bar{F}y = x} \frac{\varphi(y)}{J(y)} \]
where $J$ is the Jacobian i.e. the Radon-Nikodym derivative $\frac{d\bar{F}}{d\bar{\mu}_\Delta}$.

Another important operator which is heavily used in referenced theorems is the Fourier transform of the transfer operator:
\[ P_t \varphi = P(e^{it\kappa} \varphi) \]
where $\kappa : \Omega(0) \to \mathbb{R}^2$ is the free flight vector, more precisely a function on $\bar{\Delta}$ which is obtained from the free flight function, as described above. All these operators are quasicompact on the $L$-space.

3.4. Local Limit Theorem and related results. Recall (1). CLT for the Lorentz process ([BS 81, BCS 91]) states that there is a positive definite matrix $\mathcal{D}^2$ such that $S_n/(\det \mathcal{D}\sqrt{n})$ converges to a 2-dimensional standard Gaussian distribution. In fact, by using the shorthand $\kappa_n = \kappa(f^n(x))$, we have then
\[ \mathcal{D}^2 = \mu_0(\kappa_0 \otimes \kappa_0) + 2 \sum_{j=1}^\infty \mu_0(\kappa_0 \otimes \kappa_n). \]
The importance of the Fourier transform operator (7) is that
\[
\int e^{itS_n}d\bar{\mu}_\Delta = \int P^n(e^{itS_n})d\bar{\mu}_\Delta = \int P^n(1)d\bar{\mu}_\Delta.
\]

The spectral analysis of the Fourier transform operator leads to the understanding of the characteristic function of the sum \(S_n\).

The results of the spectral analysis can be summarized in the following theorem proved in [SzV 04].

**Proposition 3.2.** There are constants \(\epsilon > 0\), \(K > 0\), and \(\theta < 1\) such that

(a) There are functions \(\rho_t : [-\epsilon, \epsilon] \to \mathcal{L}\) and \(\lambda_t : [-\epsilon, \epsilon] \to \mathbb{C}\), such that
\[
\left\| P^n_t(h) - \lambda^n_t\rho_t \int h d\bar{\mu}_\Delta \right\|_{\mathcal{L}} \leq K\theta^n\|h\|_{\mathcal{L}}
\]
for all \(h \in \mathcal{L}\), \(|t| < \epsilon\) and \(n > 0\). Moreover \(\rho_t = 1 + O(t)\), and \(\lambda_t = 1 - \frac{1}{2}(D^2t, t) + o(t^2)\) as \(t \to 0\).

(b) For \(t \notin [-\epsilon, \epsilon]^2\) we have
\[
\|P^n_t(h)\|_{\mathcal{L}} \leq K\theta^n\|h\|_{\mathcal{L}}
\]
for all \(n > 0\).

These tools has been used in [SzV 04] to obtain the following result.

**Proposition 3.3.** Let \(x\) be distributed on \(\Omega_0\) according to \(\mu_0\). Let the distribution of \(m(S_n(x))\) be denoted by \(\Upsilon_n\). There is a constant \(c\) such that
\[
\lim_{n \to \infty} n\Upsilon_n \to c^{-1}l
\]
where \(l\) is the counting measure on the integer lattice \(\mathbb{Z}^2\) and \(\to\) stands for vague convergence.

**Remark.** In fact, \(c^{-1} = \frac{1}{2\pi\sqrt{\det D^2}}\).

The following result is a slight extension of Theorem 4.2 of [SzV 04] and can be proven similarly.

**Proposition 3.4.** For each fixed \(k\) the following holds:
If \(n_1, n_2, \ldots, n_k \to \infty\), then
\[
\mu_0(m(S_{n_1}) = m(S_{n_1+n_2}) = \cdots = m(S_{n_1+n_2+\cdots+n_k}) = 0) \sim \prod_{j=1}^{k} \frac{c^{-1}}{n_j}.
\]

By copying the proofs of Propositions 3.3 and 3.4, one easily obtains the following two statements for the LLP.
Proposition 3.5. By adapting the notations of Proposition 3.3 to the LLP, there is a constant $\bar{c} > 0$ such that

$$\lim_{n \to \infty} \sqrt{n} Y_n \to \bar{c} l$$

where $l$ is the counting measure on the integer lattice $\mathbb{Z}$ and $\to$ stands for vague convergence.

Remark. In fact, $\bar{c}^{-1} = \frac{1}{\sqrt{2\pi} \sqrt{\det D^2}}$.

Proposition 3.6. For each fixed $k$ the following holds. If $n_1, n_2, \ldots, n_k \to \infty$, then

$$\mu_0(m(S_{n_1}) = m(S_{n_1+n_2}) = \cdots = m(S_{n_1+n_2+\ldots+n_k}) = 0) \sim \prod_{j=1}^{k} \frac{\bar{c}^{-1}}{\sqrt{n_j}}.$$

3.5. Properties of standard pairs. In the sequel we are still considering billiards $(\Omega_0, f_0, \mu_0)$ and functions $A : \Omega_0 \to \mathbb{R}^d$, most frequently with $d = 2$. Let us introduce the space of functions (over $(\Omega_0, f_0, \mu_0)$) we are to consider. Take $\theta < 1$ close to 1. Let $s(x, y)$ be the smallest $n$ such that either $f_0^n x$ and $f_0^n y$ or $f_0^{-n} x$ and $f_0^{-n} y$ are separated by a singularity. Define the dynamical Hölder space of functions $A : \Omega_0 \to \mathbb{R}$

$$\mathcal{H} = \{ A : |A(x) - A(y)| < \text{Const} \theta^{s(x,y)} \}.$$

Let $A_{n}(x) = \sum_{j=0}^{n-1} A(f_0^j x)$.

Proposition 3.7. Let $\ell$ be a standard pair, $A \in \mathcal{H}$ and take $n$ such that $|\log \text{length}(\ell)| < n^{1/2 - \delta}$. Then the following statements hold true:

(a) There is a constant such that

$$\left| \mathbb{E}_\ell (A \circ f_0^n) - \int A d\mu_0 \right| \leq \text{Const} \theta^n |\log \text{length}(\ell)|$$

(b) Let $A, B \in \mathcal{H}$ have zero mean. Then

$$\mathbb{E}_\ell (A_n B_n) = n D_{A,B} + O(|\log^2 \text{length}(\ell)|)$$

where

$$D_{A,B} = \sum_{j=-\infty}^{\infty} \int A(x) B(f_0^j x) d\mu_0(x).$$

(c) Let $x$ be distributed according to $\ell$ and $w_n(t)$ be defined by

$$w_n \left( \frac{i}{n} \right) = \frac{S_i}{\sqrt{n}}$$

with linear interpolation in between. $(S_i)$ is given by (1). Then, as $n \to \infty$, $w_n$ converges weakly (in $C([0,1] \to \mathbb{R}^2$) to the 2-dimensional Brownian Motion with zero mean and covariance matrix $D^2$ given by
Moreover, for the Prohorov metric, known to be equivalent to the weak convergence, the previous convergence is uniform for standard pairs satisfying the condition $| \log \text{length}(\ell) | < n^{1/2-\delta}$. Finally, a similar result holds for the LLP, too.

(d) If $1 < R < n^{1/6-\delta}$ then

$$\mathbb{P}_{\ell}(|A_n - n \int A d\mu_0| \geq R\sqrt{n}) \leq c_1 e^{-c_2 R^2}.$$ 

(e) If $A$ is a Hölder continuous function on $\Omega$ supported on $\Omega_0$ then

$$n \mathbb{E}_{\ell}(A \circ f^n) \rightarrow c^{-1} \int A d\mu(0),$$

where $c$ is the constant from subsection 3.3. For the LLP we have

$$\sqrt{n} \mathbb{E}_{\ell}(A \circ f^n) \rightarrow \overline{c}^{-1} \int A d\mu(0).$$

Parts (a) and (c) are proven in [Ch 06]. For part (b) see Lemma 6.12 of [ChD 05]. (The error estimate of part (b) is not stated explicitly in [ChD 05] but it can be easily deduced from the proof of Lemma 6.12.) Part (d) is proven in [ChD 05], Section A.4 for a particular $A$ but the proof in the general case is exactly the same. Part (e) follows from Proposition 3.3 by approximating $\delta$-functions on unstable curves by Hölder functions.

3.6. Coupling. A coupling approach introduced in [You 99] is powerful tool for studying Sinai billiards. By combining the statements of [Ch 06] with those of [SzV 04] we extend this method to the Lorentz process (the difference between the coupling lemma of [Ch 06] and our Lemma 8.1 is that in the first one the phase space is compact whereas in our paper it is non-compact). Here we formulate a preliminary result to be used in the proof of Lemma 8.1, our actual coupling lemma.

Assume $A \in \mathcal{H}$. In general, for a standard pair $\ell = (\gamma, \rho)$, in the whole paper denote by $[\ell]$ the value of $m \in \mathbb{Z}^2$ for which $\gamma \in \Omega_m$.

**Lemma 3.8.** Given $\delta_0 > 0$ there exist constants $q > 0$, $n_0 \geq 1$ $C > 0$, $\theta < 1$ and $\kappa > 0$ such that for any $m \in \mathbb{Z}^2$ and arbitrary pair of standard pairs $\ell_1 = (\gamma_1, \rho_1), \ell_2 = (\gamma_2, \rho_2)$ satisfying for some $m \in \mathbb{Z}^2$

$$[\ell_1] = [\ell_2] = m$$

and $\text{length}(\ell_j) \geq \delta_0$, there exist probability measures $\nu_1, \nu_2$ supported on $f^{n_0}\gamma_1$ and $f^{n_0}\gamma_2$ respectively, constant $c$, families of standard pairs $\{\ell_{\beta j} = (\gamma_{\beta j}, \rho_{\beta j})\}_{\beta}$ and positive constants $\{c_{\beta j}\}_{j = 1, 2}$, satisfying
Recurrence of Lorentz process

\[ \mathbb{E}_{\ell_j}(A \circ f^{n_0}) = c\nu_j(A) + \sum_{\beta_j} c_{\beta_j} \mathbb{E}_{\ell_{\beta_j}}(A) \quad j = 1, 2 \]

with \( c \geq q \);

(ii) There exist a measure preserving map \( \pi : (\gamma_1, f_{-n_0}^*\nu_1) \to (\gamma_2, f_{-n_0}^*\nu_2) \) such that for every \( n \geq n_0 \)

\[ \sum_{\beta_j} c_{\beta_j} \mathbb{E}_{\ell_{\beta_j}}(A) \geq 1, 2, \]

(iii) For every \( \rho > 0 \)

\[ \sum_{\beta : \text{length}(\ell_{\beta_j}) < \rho} c_{\beta_j} \leq \text{Const}(\delta_0)\rho^8 \quad j = 1, 2. \]

We shall say that subsets of mass \( c \) of \( \ell_1 \) and \( \ell_2 \) are coupled to each other.

Observe that part (ii) of Lemma 3.8 implies in particular that

\[ |\nu_1(A \circ f^\tau) - \nu_2(A \circ f^\tau)| \leq K||A||_{\mathcal{H}_d}||m||. \]

Lemma 3.8 is proven in [Ch 06] for \( f_0 \) in place of \( f \) but the proof shows that the same result holds for \( f \) since if \( f^k(x) \) and \( f^k(\pi x) \) are close and the projections of their orbits to the Sinai billiard stay close for \( n \geq k \), then the orbits themselves are close. (We note that part (iii) is usually stated differently. Namely there exists a function \( n(x) \) such that \( \mathbb{E}_{\ell_j}(A \circ f^{n(x)}) = \sum_{\beta_j} c_{\beta_j} \mathbb{E}_{\ell_{\beta_j}}(A) \) where the \( \ell_{\beta_j} \) family consists of standard pairs of length greater than \( \delta_0 \). However the proof also gives our formulation since the main contribution to pairs with \( \text{length}(\ell_{\beta_j}) < \rho \) comes from the points where \( n(x) \sim \text{Const log} \rho \) [see, [ChD 05] Section A.3].)

For Sinai billiards Lemma 3.8 can be used recursively to establish exponential mixing. For the Lorentz process we can not do it since we are unable to propagate condition (9). Instead we use the local limit theorem to ensure (9) which implies that correlations go to 0 albeit at a slower rate.

Now we explain one important difference between the statements of the ‘Precoupling Lemma’ 3.8 and ‘Coupling Lemma’ 8.1. To derive the Coupling Lemma we apply Coupling Lemma 3.8 repeatedly to improve the value of \( q \) (roughly speaking, applying the lemma \( k \) times changes \( q \) to \( 1 - (1 - q)^k \)). However usually the support of \( \nu_j \) is not disjoint from \( \gamma_{\beta_j} \) and so when we use Lemma 3.8 repeatedly the coupling map from part (ii) becomes multivalued. To avoid this multivaluedness one can define \( \pi \) not from \( \gamma_1 \) to \( \gamma_2 \) but from \( \gamma_1 \times [0, 1] \) to \( \gamma_2 \times [0, 1] \) so that the points at different heights can be coupled to different partners. Such an extension is not necessary in our formulation of Lemma 3.8 since we
only make one step in the coupling procedure but it will be needed in Lemma 8.1.

3.7. Random walks. A simple symmetric random walk (SSRW) on $\mathbb{Z}^1$ is the sequence of partial sums

$$S_n = X_1 + \cdots + X_n$$

where $X_j$ are i.i.d. taking values $\pm 1$ with probability $1/2$ each.

We shall use the following well-known elementary properties of SSRW.

**Proposition 3.9.** (a) For any $A, B > 0$,

$$\mathbb{P}(\text{SSRW visits } A \text{ before } -B) = \frac{B}{A+B}.$$  

(b)  

$$\mathbb{P}(S_1 \geq 0, \ldots, S_{2n} \geq 0) = \binom{2n}{n} \frac{1}{2^{2n}} \sim \frac{1}{\sqrt{\pi n}}.$$  

(c) As $n \to \infty$, $\frac{S_n}{\sqrt{n}}$ converges to a Gaussian random variable with zero mean and variance 1

(d) There is a constant $\theta < 1$ such that

$$\mathbb{P}(-B < S_n < A \text{ for } n = 1 \ldots N) \leq \theta^{[N/\max(A,B)]}.$$  

Parts (a)–(c) are standard (see e.g. [Fel 57], Section III.4). To prove (d), let $k = [N/\max(A,B)]$. For $k = 1$ the result follows from (c) and for general $k$ it follows by induction using the Markov property of the SSRW.

4. Proof of Theorem 1

**Proof.** We are going to define partial transfer operators on the factorized Young tower of the Sinai billiard $\Delta$. Let

$$U_k(\phi) = P^k(\phi 1_{S_k=0}), \quad F_j(\phi) = P^j(\phi 1_{\tau=j}), \quad R_k = \sum_{j>k} F_j.$$  

We define a stopping time

$$\nu_n = \min\{l > n \mid S_l = 0\}.$$  

Then the following identity holds:

$$\left(\mathcal{F}^{\nu_n}\right)^* = \sum_{k=0}^n R_{n-k}U_k.$$  

We need to estimate $\mathbb{P}(\tau > n) = \int R_n(1)$. The proof will follow classical renewal theory (cf chapter 16 of [Spi 64]).
Lemma 4.1. If $\varphi$ is a Hölder function (with respect to the Young metric) on the factorised Young tower, then

$$U_n(\varphi) = \frac{c}{n} \left( \int \varphi d\mu \right) 1 + o \left( \frac{1}{n} \right).$$

The error term is meant in the $L$-norm.

Proof. Since $4\pi^2 1_{S_k=0} = \int_{[-\pi,\pi]^2} e^{i S_k} dt$ we have

$$U_n(\phi) = \frac{1}{4\pi} \int\int_{[-\pi,\pi]^2} P^n_t(\phi) dt.$$

Therefore the result follows from Proposition 3.2. \qed

Using the positivity of transfer operators we get $R_l > R_m$, if $l < m$ in the sense that $R_l - R_m$ is a positive operator. In particular $1 \geq \sum_{k=0}^n R_{n-k} U_k(1)$. Using the monotonicity of $R_k$ this sum can be estimated $\sum_{k=0}^n R_{n-k} U_k(1) \geq R_n \sum_{k=0}^n U_k(1)$, and so (12) implies:

$$\lim sup \frac{c}{n} \log n \int R_n(1) \leq 1.$$

On the other hand $1 \leq \sum_{j=0}^k R_{n-k} U_j(1) + \sum_{j=k+1}^n R_0 U_j(1)$. Let us choose $k = k(n) = n - \left[ \frac{n}{\log n} \right]$. By (12) the second term in the inequality is $o(1)$, and since $\log k \sim \log n \sim \log (n-k)$ we get

$$\lim inf \frac{c}{n} \log n \int R_n(1) \geq 1.$$

The result follows. \qed

5. PROOF OF THEOREM 2

Proof. We shall show that, for each $k$, $\mu_0 \left( \left( \frac{cN_n}{\log n} \right)^k \right) \to k!$ The proof is by induction on $k$. For $k = 1, 2$ this is shown in [SzV 04], subection 5.3. We have

$$\mu_0(N_n^k) = \sum_{j_1, j_2 \ldots j_k=1}^n \mu_0(m(S_{j_1}) = m(S_{j_2}) = \ldots = m(S_{j_k}) = 0).$$

Let $i_1 = j_1, i_2 = j_2 - j_1, \ldots, i_n = j_n - j_{n-1}$. We shall use an elementary estimate which can be proven by induction on $k$

$$\sum_{i_j \geq 1, i_1 + i_2 + \ldots + i_k \leq n} \frac{1}{i_1} \frac{1}{i_2} \ldots \frac{1}{i_k} \sim (\log n)^k.$$

Fix $L \gg 1$. Then by induction the contribution to (13) of where there are two indexes at most $L$ apart is bounded by $\text{Const}(L)(\log n)^{k-1}$. 
On the other hand Proposition 3.4 together with (14) imply that the contribution of terms where any two indexes are at least \( L \) apart

\[
\text{Const}^k k! (\log n)^k (1 + o_{L \to \infty}(1)).
\]

This completes the proof. \( \square \)

**Remark.** Similar results for negatively curved surfaces are obtained in [AD 97]. Our proof uses moment method of [DK 57]. Other approaches (cf [Aa 81], [Aa 97]) require more information about the statistical properties of the first return map to \( \Omega_0 \). Such information can be obtained (see [DSzV 06]) but it would make the proof much more complicated.

### 6. Proof of Theorem 4

Let us describe briefly the idea of the proof. Decomposition (4) shows that it suffices to assume that \( x \) is distributed according to some standard pair \( \ell \) satisfying

\[
[\ell] = m \in \mathbb{Z}^2, \quad \text{length}(\ell) \geq \frac{1}{|m|^{100}}
\]

Proposition 3.7(c) tells us that after the appropriate rescaling \( D^{-1} S_n \) converges to a standard 2 dimensional Brownian Motion. Now for the Brownian Motion \( w(t) \) it is easy to compute the distribution of time it takes to reach a ball of radius 1 starting from distance \( R \) from the origin. Namely, \( \log |w(t)| \) is martingale, so \( \mathbb{P}(w(t) \text{ escapes from the ball of radius } R^r \text{ before reaching the unit ball}) = \frac{\log R}{r \log R} = \frac{1}{r} \).

Since \( \sup_{t \leq T} |w(t)| \) grows like \( \sqrt{T} \) it is easy to see that the limiting distribution of the logarithm of the hitting time rescaled by \( \log R \) converges to (3).

Unfortunately \( S_n \) can be approximated by a Brownian Motion on the time interval \([0, T]\) with an error which grows like a power of \( T \), only, so this approximation can not directly justify Theorem 4.

To overcome this problem we consider a family of ellipses with geometrically decreasing sizes and use the convergence to the Brownian Motion to estimate the passage of each individual annulus. The invariance of the standard pair given by Proposition 3.1(c)-(d) plays a key role in our analysis.

Now we give the formal proof.

**Proof of Theorem 4.** Denote \( ||m|| = |D^{-1} m| \) where \( |\cdot| \) is the standard Euclidean distance.
We need an auxiliary result. Let \( \ell \) be a standard pair satisfying (15). Denote
\[
C_k = \{ x : |x| = 2^k||m|| \}, \quad k \in \mathbb{Z}.
\]
Let \( H \) be the maximal free flight (in the \( || \cdot || \) norm). Define \( s_j(x) \) as follows. \( s_0(x) = 0 \) and if \( s_j(x) \) is already defined so that \( d(S_{s_j}, C_k) \leq H \) for some \( k \), then let \( s_{j+1}(x) \) be the first time after \( s_j(x) \) such that either \( ||m(S_n)|| \leq 2^{k-1}||m|| \) or \( ||m(S_n)|| \geq 2^{k+1}||m|| \).

**Lemma 6.1.** The following estimates hold uniformly for all standard pairs satisfying (15)

(a) \( \mathbb{P}_\ell(s_1 > n) \leq \text{Const} \min \left( \frac{\theta^{n/||m||^2}}{||m||^{100}}, \frac{\theta^{n/(||m||^2 \log n)}}{n^{100}} \right) \),

(b) For all \( \delta > 0 \) \( \mathbb{P}_\ell(s_1 < ||m||^{2-\delta}) < \frac{1}{||m||^{100}} \).

(c) For a suitable \( \zeta > 0 \) one has
\[
\mathbb{P}_\ell( ||m(x_{s_1})|| \leq ||m||/2 ) = \frac{1}{2} + O(||m||^{-\zeta}).
\]

(d) \[
\mathbb{E}_\ell(A \circ f_{s_1}) = \sum_\alpha c_\alpha \mathbb{E}_{\ell_\alpha}(A)
\]
where \( \ell_\alpha \) are standard pairs and
\[
\sum_{\text{length}(\ell_\alpha) < ||m||^{-100}} c_\alpha = O(||m||^{-97}).
\]

The proof of Lemma 6.1 is given in the next section. Here we deduce the theorem from the lemma.

Lemma 6.1 allows us to approximate \( \log ||S_{s_n}|| \) by a random walk. This estimate works well if \( ||S_{s_n}|| \) is large. Next we prove an \textit{a priori} estimate which will be used to handle the case when \( ||S_{s_n}|| \) is small.

**Lemma 6.2.** Let \( n \) be the largest number such that \( s_n < \tau(x) \). Then there exists \( C > 0 \) such that \( \mathbb{P}_\ell(n > C \log^5 ||m||) \to 0 \) as \( m \to \infty \).

**Proof.** Let \( h_0 = 0 \), and the ladder index \( h_j \) be the first time \( h(\in \mathbb{Z}_+) \) when \( ||m(S_{s_n})|| < ||m||/2^j \). We claim that
\[
\mathbb{P}_\ell(h_1 > \log^4 ||m||) \leq \frac{\text{Const}}{\log^2 ||m||}.
\]
We note that here we can also use \( \log ||m|| \).

Indeed parts (c) and (d) of Lemma 6.1 imply that \( \log ||S_{s_n}|| \) can be well approximated by a random walk in the sense that for any sequence
of ups and downs of length $n$ the probability that $\log ||S_j||$, $j \leq n$ follows this sequence is

$$\frac{1}{2^n} \left( 1 + O \left( n2^{k\zeta} ||m||^{-\zeta} \right) \right)$$

where $-k$ is the minimum of the corresponding walk. In our case $k = 1$. Now (16) follows from Proposition 3.9(b).

Combining (16) with Lemma 6.1(d) we obtain that for any $R$ and any $j$ satisfying $\log_2 ||m|| - 0 \geq j \geq \log_2 ||m|| - \log_2 R$

$$\mathbb{P}_\ell (h_j - h_{j-1} < \left[ \log_2 ||m|| - (j - 1) \right]^4) \geq 1 - \frac{\text{Const}}{\left[ \log_2 ||m|| - (j - 1) \right]^2}.$$

Therefore

$$\mathbb{P}_\ell (\min \{ S_k \mid 1 \leq k \leq \sum_{r=\log_2 R}^{\log_2 ||m||} r^4 \} < R) \geq 1 - \sum_{j=\log_2 R}^{\log_2 ||m||} \frac{C}{r^2} \geq 1 - \sum_{r=\log_2 R}^{\infty} \frac{C}{r^2}.$$

The last sum can be made as small as we wish by choosing $R$ large.

Moreover by Lemma 6.1(d) given $R, \varepsilon_1$ we can find $\delta_0$ such that if $\eta$ is the first time when $||S_\eta|| \leq R$ then

$$\mathbb{E}_\ell (A \circ f^\eta) = \sum_\alpha c_\alpha \mathbb{E}_\ell (A)$$

where

$$\sum_{\text{length}(\ell_\alpha) \leq \delta_0} c_\alpha \leq \varepsilon_1.$$

Now observe that the set of standard pairs satisfying

(18) $[[\ell]] \leq R$, $\text{length}(\ell) \geq \delta_0$

endowed with topology of weak convergence of $\mathbb{E}_\ell$-measures is compact. Therefore given $R, \delta_0, \varepsilon$ we can find $M$ such that for any standard pair satisfying (18) we have

$$\mathbb{P}_\ell (\tau > M) < \varepsilon.$$

The lemma follows. \hfill \Box

Let $\bar{m} = 2^{\log_2 1/20} ||m||$. Using again the approximation by simple random walk we see that the probability that $||m(x_n)||$ reaches $\bar{m}$ before reaching $||m||^r$ is $\frac{r-1}{r} + o(1)$. (Observe that approximation error is $O(n\bar{m}^{-\zeta})$ and by Proposition 3.9 it is enough to restrict our attention to $n \ll \log^2 ||m||$.) On the other hand, by Lemma 6.2, the probability that the particle starting from a ball of radius $\bar{m}$ reaches the ball of radius $m^r$ before time $\tau(x)$ converges to 0 as $|m| \to \infty$. It follows that

(19) $\mathbb{P}_\ell \left( \max_{k \leq \tau} \log ||m(S_k)|| > r \log ||m|| \right) \to \frac{1}{r}$
By Lemma 6.2, with probability close to 1 we have
\begin{equation}
\max_{j<n}(s_{j+1} - s_j) \leq \tau(x) \leq C \log^5 ||m|| \max_{j<n}(s_{j+1} - s_j)
\end{equation}
By Lemma 6.1(a)&(b), for every fixed $\delta > 0$ the probability that
\begin{equation}
\max_{j<n} ||m(S_{s_j})||^{2-\delta} \leq \max_{j<n}(s_{j+1} - s_j) \leq \max_{j<n} ||m(S_{s_j})||^{2+\delta}
\end{equation}
converges to 1 as $|m| \to \infty$.
Combining (19) with (20) and (21) we obtain (3). \hfill \square

**Remark.** The distributions similar to those described in this section appear in the study of random walk on the group of affine transformations of the real line (cf. [Gr 74]).

7. Escape from an annulus.

**Proof of Lemma 6.1.** The idea of the proof of (a) is borrowed from the inductive proof of Proposition 3.9(d), and is based on Proposition 3.1(d).

We have to prove two inequalities
\begin{equation}
P_\ell(s_1 > n) \leq \text{Const} \left( \frac{\theta^n/|m|^2}{|m|^{100}} \right) \quad \text{and}
\end{equation}
\begin{equation}
P_\ell(s_1 > n) \leq \text{Const} \left( \frac{\theta^n/|m|^2 \log n}{n^{100}} + \frac{1}{n^{100}} \right).
\end{equation}
To prove (22) it is enough to restrict our attention to $n \leq |m|^3$ since the RHS of (22) stays constant for $n > |m|^3$. Let
\[ p_k = P_\ell(s_1 > k|m|^2). \]
Using the Markov decomposition
\[ E_\ell(A \circ f^{k|m|^2}) = \sum \alpha c_\alpha E_{\ell_\alpha}(A), \]
Proposition 3.1(d) and the fact that by Proposition 3.7(c) there is $\theta < 1$ such that for any $\ell$ with length($\ell$) $\geq |m|^{-101}$
\[ P_\ell(s_1 \leq |m|^2) \geq 1 - \theta \]
we obtain
\[ p_{k+1} \leq \theta p_k + \text{Const}|m|^{-101}. \]
(22) follows.

The proof of (23) is similar. We replace $k|m|^2$ by $kC|m|^2 \log n$ for sufficiently large $C$ and use the fact that for any $\ell$ with length($\ell$) $\geq n^{-101}$
\[ P_\ell(s_1 \leq C \log n|m|^2) \geq 1 - \theta \]
(b) follows from Proposition 3.7(d).

(c) Let \( k = ||m||^{\iota} \) 0 < \( \iota \) < 1/5. We consider \( S_{jk} \) stopped when either \( ||m(S_{jk})|| \leq ||m||/2 - Hk \) or \( ||m(S_{jk})|| \geq 2||m|| + Hk \). Let \( s \) be the corresponding stopping time. Call \( Z = S_{(j+1)k} - S_{jk} \). Let \( X_j = \log ||S_{jk}||^2 \). Note that

\[
||S_{(j+1)k}||^2 = (D^{-1}S_{jk}, D^{-1}S_{jk}) + 2(D^{-1}S_{jk}, D^{-1}Z) + (D^{-1}Z, D^{-1}Z).
\]

Taking Taylor expansion of

\[
X_{j+1} - X_j = \log \left(1 + \frac{2(D^{-1}S_{jk}, D^{-1}Z) + (D^{-1}Z, D^{-1}Z)}{(D^{-1}S_{jk}, D^{-1}S_{jk})}\right)
\]

and using the bounds

\[
S_{jk} = O(||m||), \quad Z = O(k), \quad S_{jk} \geq \frac{m}{2} - Hk
\]

we get

\[
(24) \quad \frac{2(D^{-1}S_{jk}, D^{-1}Z)}{||S_{jk}||^2} + \frac{(D^{-1}Z, D^{-1}Z)}{||S_{jk}||^2} - 2\frac{(D^{-1}S_{jk}, D^{-1}Z)^2}{||S_{jk}||^4} + O \left( \frac{k^3}{||m||^3} \right).
\]

To estimate the first term in (24) let \( \bar{Z} = S_{jk} - S_{(j-1)k} \). Then

\[
\frac{(D^{-1}S_{jk}, D^{-1}Z)}{||S_{jk}||^2} = \frac{(D^{-1}S_{(j-1)k}, D^{-1}Z)}{||S_{(j-1)k}||^2} + \frac{(D^{-1}\bar{Z}, D^{-1}Z)}{||S_{(j-1)k}||^2} - 2\frac{(D^{-1}S_{(j-1)k}, D^{-1}Z)(D^{-1}S_{(j-1)k}, D^{-1}\bar{Z})}{||S_{(j-1)k}||^4} + O \left( \frac{k^3}{||m||^3} \right).
\]

By Proposition 3.1(c)

\[
\mathbb{E}(A \circ f^{(j-1)k}_0 1_{s>(j-1)k}) = \sum_{\alpha} c_{\alpha} \mathbb{E}_{\ell_{\alpha}}(A).
\]

Take some \( \alpha \). Observe that on \( \gamma_{\alpha} \), \( S_{(j-1)k} \) equals to a constant, say \( S_{\alpha} \), where

\[
\frac{||m||}{2} - Hk \leq ||S_{\alpha}|| \leq 2||m|| + Hk.
\]

By Proposition 3.7(a)

\[
\mathbb{E}_{\ell_{\alpha}}(I) = O \left( \frac{1}{||m||} \theta^k \log \text{length}(\ell_{\alpha}) \right).
\]
\[
\mathbb{E}_{\ell_{\alpha}}(\text{II}) = O\left(\frac{1}{|m|^2} \log \text{length}(\ell_{\alpha})\right)
\]

\[
\mathbb{E}_{\ell_{\alpha}}(\text{III}) = O\left(\frac{||S_{\alpha}||^2}{|m|^2} \log \text{length}(\ell_{\alpha})\right) = O\left(\frac{1}{|m|^2} \log \text{length}(\ell_{\alpha})\right).
\]

Using Proposition 3.1(d) and Abel resummation formula we get

\[
\mathbb{E}_\ell\left(\frac{2(D^{-1}S_{jk}, D^{-1}Z)}{||S_{jk}||^2} 1_{s>(j-1)k}\right) = O\left(\frac{1}{|m|^2}\right).
\]

To estimate other terms in (24) we use the decomposition

\[
\mathbb{E}_\ell\left((A \circ f_{0}^{jk}) 1_{s>jk}\right) = \sum_{\beta} c_{\beta} \mathbb{E}_{\ell_{\beta}}(A).
\]

Proposition 3.7(b) gives

\[
\mathbb{E}_{\ell_{\beta}}\left((D^{-1}Z, D^{-1}Z)\right) = \sum_{p,q=1}^{2} D_{pq}^{-2} \mathbb{E}_{\ell_{\beta}}(Z(p)Z(q))
\]

\[
= k \sum_{p,q=1}^{2} D_{pq}^{-2} D_{pq}^{2} + O(\log^2 \text{length}(\ell_{\beta})) = 2k + O(\log^2 \text{length}(\ell_{\beta}))
\]

and

\[
\mathbb{E}_{\ell_{\beta}}\left((D^{-1}S_{\beta}, D^{-1}Z)\right)^2 = \sum_{p_{1,q_{1},p_{2,q_{2}}=1}^{2}} \mathbb{D}_{p_{1,q_{1}}^{-2}} \mathbb{D}_{p_{2,q_{2}}^{-2}} S_{\beta(p_{1})} S_{\beta(p_{2})} \mathbb{E}_{\ell_{\beta}}(Z(q_{1})Z(q_{2}))
\]

\[
= k \sum_{p_{1,q_{1},p_{2,q_{2}}=1}^{2}} \mathbb{D}_{p_{1,q_{1}}^{-2}} \mathbb{D}_{p_{2,q_{2}}^{-2}} S_{\beta(p_{1})} S_{\beta(p_{2})} \mathbb{D}_{q_{1,q_{2}}^{2}} + O(\log^2 \text{length}(\ell_{\beta}))
\]

\[
= ||S_{\beta}^2||k + O(\log^2 \text{length}(\ell_{\beta})).
\]

Hence

\[
\mathbb{E}_{\ell_{\beta}}\left(\left[\frac{(D^{-1}Z, D^{-1}Z)}{||S_{jk}||^2} - 2\frac{(D^{-1}S_{jk}, D^{-1}Z)^2}{||S_{jk}||^4}\right] 1_{s>jk}\right) = O\left(\frac{\log^2 \text{length}(\ell_{\beta})}{|m|^2}\right).
\]

Using Proposition 3.1(d) and Abel resummation formula we get

\[
\mathbb{E}_\ell\left(\left[\frac{(D^{-1}Z, D^{-1}Z)}{||S_{jk}||^2} - 2\frac{(D^{-1}S_{jk}, D^{-1}Z)^2}{||S_{jk}||^4}\right] 1_{s>jk}\right) = O\left(\frac{1}{|m|^2}\right).
\]

Combining this with (25) we get

\[
\mathbb{E}_\ell((X_{j+1} - X_{j}) 1_{s>jk}) = O\left(\frac{1}{|m|^2}\right).
\]
It follows that
\[
E_\ell(X_{\min(s,|m|^{2+\delta}}) = 2\log ||m|| + O\left(\frac{1}{||m||^{\zeta-\delta}}\right).
\]
On the other hand by part (a)
\[
X_{\min(s,|m|^{2+\delta}} = 2\log ||m|| \pm \log 4 + O\left(\frac{\log ||m||}{||m||^{1-\zeta}}\right)
\]
except on the set of probability \(O(|m|^{-100})\). Therefore
\[
P_\ell(||m(S_s)|| \leq ||m||/2 - Hk) = \frac{1}{2} - O\left(\frac{1}{|m|^{\zeta-\delta}}\right).
\]
Since \(||m(S_s)|| \leq ||m||/2\) if \(||m(S_s)|| \leq ||m||/2 - Hk\), we conclude that
\[
P_\ell(||m(S_s)|| \leq ||m||/2) \geq \frac{1}{2} - O\left(\frac{1}{|m|^{\zeta-\delta}}\right).
\]
A similar argument shows that
\[
P_\ell(||m(S_s)|| \geq 2||m||) \geq \frac{1}{2} - O\left(\frac{1}{|m|^{\zeta-\delta}}\right).
\]
This proves (c).
To prove (d) observe that each \(\gamma_{\alpha} = \gamma_j(x)\) and by part (a)
\[
P_\ell(j > |m|^3) \leq \frac{1}{|m|^{100}}
\]
Now the result follows by Proposition 3.1 (d).

8. Proof of Theorem 5

Proof. In view of decomposition (4) it suffices to show that if \(|m_1|, |m_2| \to \infty\) and if \(\ell_1, \ell_2\) are standard pairs such that

\[
[\ell_j] = m_j, \quad \text{length}(\ell_j) > |m_j|^{-100}, \quad j = 1, 2
\]

then

\[
|\mathbb{E}_{\ell_1}(A(f^r(x))) - \mathbb{E}_{\ell_2}(A(f^r(x)))| \to 0
\]

as \(|m_1|, |m_2| \to \infty\).

We claim that it can be assumed without the loss of generality that

\[
\frac{1}{2} < \frac{||m_1||}{||m_2||} < 2.
\]
Indeed, suppose that, say $||m_2|| > 2||m_1||$. Let $\bar{\tau}(x)$ be the first time such that $||(S_{\bar{\tau}(x)}^m)|| \leq 2||m_1||$. It suffices to show that

$$E_{\ell_2}(A \circ f^{\bar{\tau}}) = \sum_{\alpha} c_{\alpha} E_{\ell_{\alpha}}(A)$$

where

$$\sup_{m_1, \ell_2} \sum_{\text{length}(\ell_\alpha) < |m_1|^{-100}} c_{\alpha} \to 0 \text{ as } |m_1| \to \infty$$

but this follows easily from the analysis of Section 6 (in particular Lemma 6.1(d)).

To prove (27) we extend the coupling lemma Lemma 3.8 to the Lorentz process.

**Lemma 8.1.** Given $\zeta > 0$ and $\varepsilon > 0$ there exists $R$ such that for any two standard pairs $\ell_1 = (\gamma_1, \rho_1), \ell_2 = (\gamma_2, \rho_2)$ satisfying (26), (28) and $|m_j| > R$ the following holds.

Let $\bar{n} = |m_1|^{2(1+\zeta)}$. There exist positive constants $\bar{c}$ and $\bar{c}_{\beta j}$, probability measures $\bar{\nu}_1$ and $\bar{\nu}_2$ supported on $f^n_{\gamma_1}$ and $f^n_{\gamma_2}$ respectively, and families of standard pairs $\{\bar{\ell}_{\beta j}\}_{\beta}$; $j = 1, 2$ satisfying

(29)  

$$E_{\ell_j}(A \circ f^n) = \bar{c} \bar{\nu}_j(A) + \sum_{\beta} \bar{c}_{\beta j} E_{\ell_{\beta j}}(A) \quad j = 1, 2$$

with $\bar{c} \geq 1 - \varepsilon$. Moreover there exists a measure preserving map

$$\bar{\pi} : (\gamma_1 \times [0,1], f^{-n}_{\gamma_1} \times \lambda) \to (\gamma_2 \times [0,1], f^{-n}_{\gamma_2} \times \lambda)$$

where $\lambda$ is the Lebesgue measure on $[0,1]$ such that if $\bar{\pi}(x_1, s_1) = (x_2, s_2)$ then for any $n \geq \bar{n}$

$$d(f^n x_1, f^n x_2) \leq C\theta^{n-\bar{n}},$$

where $C, \theta$ are the constants from Lemma 3.8.

Lemma 8.1 implies that

$$|E_{\ell_1}(A \circ f^{\bar{\tau}}) - E_{\ell_2}(A \circ f^{\bar{\tau}})|$$

$$\leq \sum_{\beta} c_{\beta} \left[ E_{\ell_1}(A \circ f^{\bar{\tau}-\bar{n}}) - E_{\ell_3}(A \circ f^{\bar{\tau}-\bar{n}}) \right] + \text{Const} ||A||_{H^\theta}$$

$$+ (P_{\ell_1}(\tau < 2\bar{n}) + P_{\ell_2}(\tau < 2\bar{n}))||A||_{\infty}$$

$$\leq 2\varepsilon ||A||_{\infty} + \text{Const} ||A||_{H^\theta} + (P_{\ell_1}(\tau < 2\bar{n}) + P_{\ell_2}(\tau < 2\bar{n}))||A||_{\infty}$$

Hence (27) follows from Theorem 4 and Lemma 8.1 by choosing $\zeta$ and $\varepsilon$ sufficiently small.

It remains to prove Lemma 8.1.
Proof. The Lemma is obtained by a repeated application of Lemma 3.8. Fix $\varepsilon_1 \ll \varepsilon$. By Growth Lemma (Proposition 3.1) we can find a number $\delta_0$ such that if $n > \text{Const} |\log \text{length}(\ell)|$ then

$$E_\ell(A \circ f^n) = \sum_\alpha c_\alpha E_{\ell_\alpha}(A)$$

and

$$\sum_{\text{length}(\ell_\alpha) < \delta_0} c_\alpha < \varepsilon_1.$$ (30)

Let $q$ be the constant from Lemma 3.8.

Take $R$ such that the probability that the absolute value of a Gaussian random variable with mean 0 and variance $D^2$ exceeds $R$ is less than $\varepsilon_1$.

Take $k$ such that $(1 - \frac{q}{2})^k < \varepsilon$. Take $\tilde{\zeta}$ such that $(1 + \tilde{\zeta})^k < 1 + \zeta$. Set $n_j = |m_1|^{2j(1 + \tilde{\zeta})}$, $j = 1 \ldots k$. Combining Proposition 3.7(e), (30) and the definition of $R$ we obtain

$$E_{\ell_j}(A \circ f^{n_j}) = \sum_m \sum_\alpha c_{\alpha m_j} E_{\ell_{\alpha m_j}}(A)$$

where $P_{\ell_{\alpha m_j}}(m(x) = m) = 1$ and

$$\sum_{|m_1| < |m| < Rm_1^{1 + \tilde{\zeta}}} \left| \sum_{\text{length}(\ell_{\alpha m_1}) < \delta_0} c_{\alpha m_1} - \sum_{\text{length}(\ell_{\alpha m_2}) < \delta_0} c_{\alpha m_2} \right| < 100\varepsilon_1.$$ 

Applying Lemma 3.8 to couple $\sum_\alpha c_{\alpha m_1} E_{\ell_{\alpha m_1}}$ and $\sum_\alpha c_{\alpha m_2} E_{\ell_{\alpha m_2}}$ we obtain

$$E_{\ell_j}(A \circ f^{n_j}) = \sum_m c_m \nu_{m_j}(A) + \sum_\beta c_{\beta j} E_{\ell_{\beta j}}(A) + \sum_\kappa c_{\kappa j} E_{\ell_{\kappa j}}(A)$$

where $\nu_{m_1}$ and $\nu_{m_2}$ satisfy the conditions of Lemma 3.8,

$$\sum_m c_m > q - 100\varepsilon_1, \quad \sum_\kappa c_{\kappa j} < 100\varepsilon_1$$

and

$$|\ell_{\beta j}| < R|m_1|^{1 + \tilde{\zeta}}.$$ 

Splitting each $c_{\beta j}$ into several pieces if necessary we can assume that $c_{\beta_1} = c_{\beta_2}$. Next we apply the same procedure with $\ell_1, \ell_2$ replaced by $\ell_{\beta_1}, \ell_{\beta_2}$ and $n_1$ replaced by $n_2$. Continuing this $k$ times we obtain (29) with

$$1 - \bar{c} \leq (1 - q + 100\varepsilon_1)^k + 100k\varepsilon_1.$$ 

The result follows. $\square$
9. Continuous time.

Here we prove Corollaries 6 and 7. Let $r : \Omega \to \mathbb{R}_+$ be the free path length. If $A \in L^1(m)$, let $\bar{A} = \int_0^r A(g^s x) ds$. Then

$$\mu(\bar{A}) = m(A) \bar{L}.$$ 

Let $p : \mathcal{M} \to \Omega$ be the place of the first backward collision.

Given $t$ let $n(t)$ be the number such that $T_n \leq t < T_{n+1}$. By the ergodicity of $(\Omega_0, f_0, \mu_0)$ we have $T_n/n \to \bar{L}$ almost surely. In other words

$$\frac{n(t)}{t} \to \frac{1}{\bar{L}}$$

almost surely.

Proof of Corollary 6. By the Ratio Ergodic Theorem it suffices to prove Corollary 6 for one function $A$ satisfying $\mu(A) \neq 0$. In particular, we can assume that $A$ is positive and bounded. Then

$$\int_0^t A(g^s x) ds = \sum_{j=0}^{n(t)-1} \bar{A}(f^j p(x)) + O(1).$$

Hence it is enough to show that

$$\frac{\sum_{j=0}^{n(t)-1} \bar{A}(f^j p(x))}{\log t}$$

converges to the exponential random variable with mean $\bar{L}m(A)/c$. By

$$\mathbb{P}\left( \frac{\sum_{j=0}^{t/(2L)} \bar{A}(f^j p(x))}{\log t} \leq \frac{\sum_{j=0}^{n(t)-1} \bar{A}(f^j p(x))}{\log t} \leq \frac{\sum_{j=0}^{2t/L} \bar{A}(f^j p(x))}{\log t} \right) \to 1$$

as $t \to \infty$. By Corollary 3 both the first and the third terms in the last formula converge to the exponential random variable with mean $\bar{L}m(A)/c$. The result follows.

Proof of Corollary 7. $\frac{\log n(t_m)}{\log |m|} = \frac{\log n(t_m)}{\log |m|} + \frac{\log(t_m)}{\log |m|}$.

$\Box$


Theorem 9 follows from the local limit theorem for the LLP and the relation

$$\sum_{n_1 \geq 1, n_1 + n_2 + \cdots + n_k \leq n} \prod_j \frac{1}{\sqrt{n_j}}$$
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\[ \sim n^{k/2} \int_{t_1 < t_2 < \ldots < t_k < 1} \frac{1}{\sqrt{t_1}} \frac{1}{\sqrt{t_2 - t_1}} \ldots \frac{1}{\sqrt{t_k - t_{k-1}}} dt_1 \ldots dt_k \]

\[ = n^{k/2} \frac{\Gamma(1/2)^k}{\Gamma(\frac{k}{2} + 1)} \]

which can be proven by induction. (Note the well-known fact: \( \Gamma(1/2) = \sqrt{\pi} \)).

**Remark.** Observe that, in fact, it is not necessary to require that \( x_0 \in \Omega_0 \) it suffices to assume that \( m(S_0) \ll \sqrt{n} \). Moreover, a similar result also holds for \( \text{Card}(j \leq n : S_j \in O) \).

We now prove Theorem 10. Let \( \bar{\tau} \) be the first time \( m(S_{\bar{\tau}}) = 0 \) and let \( \bar{\tau}_m \) be the distribution of \( \bar{\tau} \). We claim that

\[ \frac{\tau^* - \bar{\tau}_m}{m^2} \Rightarrow 0 \]

Indeed since \( O \subset Q_0 \) we have \( \bar{\tau} \leq \tau^* \) whereas by the above remark for any \( \epsilon > 0 \)

\[ \mu_m(\tau^* - \bar{\tau} > \epsilon |m|^2) = \mu_m(\text{Card}(0 \leq j \leq \epsilon |m|^2 : x_{\tau^* + j} \in O) = 0) \]

\[ = \mu_m \left( \frac{\text{Card}(0 \leq j \leq \epsilon |m|^2 : S_{\tau^* + j} \in O)}{\sqrt{\epsilon |m|}} = 0 \right) \rightarrow 0. \]

By (32) it suffices to prove Theorem 10 with \( \tau^*_m \) replaced by \( \bar{\tau}_m \). But then the result follows from the functional Central Limit Theorem.

The proof of Theorem 11 is similar to but easier than the proof of Theorem 5. Indeed here we can assume that

\[ |d(\ell_1, O) - d(\ell_2, O)| \ll d^\alpha(\ell_1, O) \]

for some \( \alpha < 1 \) but then \( d(\ell_1, \ell_2) \ll d^\alpha(\ell_1, O) \) so we can easily couple \( \ell_1 \) and \( \ell_2 \).

11. **Linear Lorentz process: return time tail.**

To prove Theorem 8 we need an auxiliary fact. Let \( t_n \) be the first positive integer time \( j \) when \( m(S_j) = n \).

**Lemma 11.1.** (a) For any standard pair \( \ell \) satisfying \( m(\ell) = 0 \) there exists the limit

\[ \bar{c}(\ell) = \lim_{n \to \infty} n \mathbb{P}_\ell(t_n < \tau^*). \]

(b) There exists a constant \( C_1 \) such that for any standard pair \( \ell \)

\[ \mathbb{P}_\ell(t_n < \tau^*) \leq \frac{C_1 \log(\text{length}(\ell))}{n}. \]
(c) There exists a constant $C_2$ such that for any standard pair $\ell$ and for any number $K \geq 1$

$$\mathbb{P}_\ell(t_n < \tau^* \text{ and } t_n \geq Kn^2) \leq \frac{C_2 \log(\text{length}(\ell))}{K^{100} n}.$$ 

To deduce Theorem 8 from the lemma take a small $\varepsilon$. Then

$$\mathbb{P}(\tau^* > n) \geq \mathbb{P}(t_{[\varepsilon\sqrt{n}]} < t_0)\mathbb{P}(\tau^*(x_{t_{[\varepsilon\sqrt{n}]}^{m}}) > n|t_{[\varepsilon\sqrt{n}]} < t_0).$$

The first factor is asymptotic to $\frac{c_1}{\varepsilon \sqrt{n}}$ by the lemma while the second factor is asymptotic to the probability that the maximum of the standard Brownian motion on the unit interval is less than $\varepsilon$. The last probability is asymptotic to $c_2\varepsilon$. Thus

$$\sqrt{n} \liminf_n \mathbb{P}(\tau > n) \geq c_1 c_2.$$

Take $\bar{\varepsilon} \gg \varepsilon$. To get an estimate from above we need to take into account the probability that for some $p \geq 1$ we have $t_{[\varepsilon\sqrt{n}]} \in [p\bar{\varepsilon}n, (p+1\varepsilon)n]$ in which case it suffices that

$$\tau^*(x_{t_{[\varepsilon\sqrt{n}]}^{m}}) > n(1 - \bar{\varepsilon}p).$$

However by Lemma 11.1

$$\varepsilon\sqrt{n}\mathbb{P}(t_{[\varepsilon\sqrt{n}]} < t_0 \text{ and } t_{[\varepsilon\sqrt{n}]} \in [p\bar{\varepsilon}n, (p+1\varepsilon)n])$$

is less than $\text{Const} \left(\frac{\varepsilon^2}{p\varepsilon}\right)^{100}$ so we can neglect contributions for $p \neq 0$ proving Theorem 8.

**Proof of Lemma 11.1.** The proof of the lemma will be based on a further lemma.

**Lemma 11.2.** Fix $\delta_0 > 0$. We claim that given $\varepsilon_0$ there exists $m_0 \in \mathbb{Z}_+$ such that for all $m$ and $n$ such that either $m_0 < m < n - m_0$ or $n + m_0 < m < -m_0$ the inequality

$$1 - \varepsilon_0 \leq \frac{|n|}{|m|} \mathbb{P}_\ell(t_n < \tau^*) \leq 1 + \varepsilon_0.$$ (33)

holds for all $\ell$ such that $[\ell] = m$ and $\text{length}(\ell) \geq \delta_0$.

**Proof of Lemma 11.2.** To prove the estimate from below in (33) assume that $m > 0$ and observe that similarly to Lemma 6.1 we have

$$\mathbb{P}_\ell(t_{2|m}| < \tau^* \text{ and } r_{t_{2|m}}(x) \geq \frac{1}{|m|^{100}}) = \frac{1}{2} + O(|m|^{-\zeta}).$$
Iterating this estimate we obtain

\[ P_\ell \left( t_{2^k|m|} < \tau^* \text{ and } r_{t_{2^k|m|}}(x) \geq \frac{1}{(2^k|m|)^{100}} \right) = \left( \frac{1}{2} \right)^k \prod_{j=1}^k (1 + O((2^k|m|)^{-\zeta})). \]

Taking \( k = \log_2(|n|/|m|) \) we obtain the lower bound in (33).

To prove the upper bound let \( n_1 \) be the first time \( n \) then

either \( S_n \in O \) or \( r_n(x) \geq \delta_0 \) and \( m(S_n) \geq 2|m| \).

If \( m(S_{n_j}) \neq 0 \) define \( n_{j+1} \) be the first time \( n \) then

either \( S_n \in O \) or \( r_n(x) \geq \delta_0 \) and \( m(S_n) \geq 2m(S_{n_j}) \).

Then by induction

(35) \[ P_\ell(S_{n_k} \in O) = \left( \frac{1}{2} \right)^k \prod_{j=1}^{k} \left[ 1 + O(|m|^{-\zeta}) \right]. \]

On the other hand let \( k = \log_2(\sqrt{n}/|m|) \). We have

\[ \frac{m(S_{n_k})}{2^k|m|} = \prod_{j=0}^{k-1} \frac{m(S_{n_{j+1}})}{2m(S_{n_j})}. \]

Let \( \mathcal{A}_k \) denote the event that \( t_{2^k|m|} < \tau^* \). Taking \( \bar{\theta} = 0.9 \), say we have

\[ \mathbb{P}_\ell(\mathcal{A}_k \text{ and } \log \left( \frac{m(S_{n_k})}{2^k|m|} \right) \geq R) \leq \sum_j \mathbb{P}_\ell(\mathcal{A}_k \text{ and } \log \left( \frac{m(S_{n_{j+1}})}{2m(S_{n_j})} \right) \geq \frac{R\bar{\theta}^j}{1-\bar{\theta}}) \]

To estimate the \( j \)th term we should replace one of 1/2 factors in (35) by

\[ \mathbb{P}_\ell \left( \log \left( \frac{m(S_{n_{j+1}})}{2m(S_{n_j})} \right) \geq \frac{R\bar{\theta}^j}{1-\bar{\theta}} \right) = \mathbb{P}_\ell \left( m(S_{n_{j+1}}) - 2m(S_{n_j}) \geq \bar{R} \right) \]

where

\[ \bar{R} = 2m(S_{n_j}) \left[ \exp \left( \frac{R\bar{\theta}^j}{1-\bar{\theta}} \right) - 1 \right]. \]

Next take a small \( \eta > 0 \). Writing

\[ \mathbb{P}_\ell \left( m(S_{n_{j+1}}) - 2m(S_{n_j}) \geq \bar{R} \right) = \mathbb{P}_\ell \left( m(S_{n_{j+1}}) - 2m(S_{n_j}) \geq \bar{R} \text{ and } r(S_{n_{j+1}}) > \eta \bar{R} \right) + \mathbb{P}_\ell \left( m(S_{n_{j+1}}) - 2m(S_{n_j}) \geq \bar{R} \text{ and } r(S_{n_{j+1}}) \leq \eta \bar{R} \right) \]

we see that both terms are exponentially small by the Growth Lemma (Proposition 3.1) (to estimate the second term observe that while \( r(S_{n_{j+1}}) \)
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is relatively large it should stay less than \((2^k|m|)^{-100}\) for next \(\text{Const}\, R\) iterations). Hence we have

\[
P_\ell \left( A_k \text{ and } \log \left( \frac{m(S_{n_k})}{2^k|m|} \right) \geq R \right)
\]

\[\leq \sum_j O(\exp(-\text{Const}(\theta^j 2^j r|m_0|))) = O(\exp(-\text{Const} m_0))\]

where the penultimate estimate follows from the Growth Lemma. Next for any \(\ell\) with

\[
\text{length}(\ell) \geq \delta_0 \quad P_\ell(m(x) = \bar{m}) = 1
\]

for some \(\bar{m} \geq \sqrt{n}\) we have

\[
P_\ell(t_n < \tau^*) - P_\ell(t_n < \tau^* \text{ and } r_j(x) \geq \frac{1}{n^{100}} \text{ for } j = 1 \ldots t_n) = O(n^{-97})
\]

so similarly to Section 6 we have

\[
P_\ell(t_n < t_0) = \frac{\bar{m}}{n}(1 + O(|n|^{-\zeta})).
\]

Thus similarly to the way we derive the Theorem 8 from Lemma 11.1 we can show that the contribution to (33) of the terms where \(r_{t_2k|m|}(x)\) is small for some \(k\) can be neglected. (33) follows.

To derive parts (a) and (b) of Lemma 11.1 let \(t\) be the first integer time \(j\) when

\[
m(S_j) \geq m_0 \text{ and } r_j(x) \geq \delta_0
\]

and apply (33) to each homogeneous component of \(f^t \ell\). (Observe that by Lemma 6.1(a)

\[
P(m(S_j) \leq m_0 \text{ for } j = 1 \ldots n) \leq \text{Const} \left( \theta^{n/(m_0^2 \log n)} + \frac{1}{|n|^{100}} \right).
\]

It remains to prove part (c) of Lemma 11.1. To this end observe that \(t_n \geq Kn^2\) implies that there is \(j\) such that

\[
t_{n/2^j} - t_{n/2^j+1} \geq \frac{\tilde{\theta}^j Kn^2}{1 - \theta}.
\]

To estimate the probability of such an event we replace one of the 1/2 factors in (34) by

\[
P_\ell \left( t_{n/2^j} - t_{n/2^j+1} \geq \frac{\tilde{\theta}^j Kn^2}{1 - \theta} \right).
\]

By Lemma 6.1(a) the last expression is

\[
O \left( \theta^K (2\tilde{\theta})^j \right)
\]
Remark. The constant \( \bar{c}_O \) can be computed using the local limit theorem. Indeed the proof of Lemma 11.1 shows that \( \bar{c}(\ell) \) depends continuously on \( \ell \). That is if length(\( \ell_1 \)) is close to length(\( \ell_2 \)), \( \gamma_1 \) is close to \( \gamma_2 \) and the densities at corresponding points are close then \( \bar{c}(\ell_1) \) is close to \( \bar{c}(\ell_2) \). It follows that if \( \nu \) is an admissible measure with decomposition

\[
\nu(A) = \int \mathbb{E}_{\ell}(A) d\sigma(\alpha)
\]

then there exist the limit

\[
(36) \quad \bar{c}(\nu) = \lim_{n \to \infty} \sqrt{n} \nu(\tau^* > n)
\]

and this limit depends continuously on \( \sigma \). Next consider the identity

\[
\sum_{j=0}^{n} \mathbb{P}(S_j \in O \text{ and } S_k \notin O \text{ for } k = j + 1 \ldots n) = 1.
\]

**Lemma 11.3.** There is a constant \( C \) such that for all \( n \) we have

\[
\mu_0(S_n \in O \text{ and } r_n(x) \leq \delta) \leq \frac{C\delta}{n}.
\]

**Proof.** If \( r_n(x) \leq \delta \) then an orbit of \( x \) passes close to the singularity near time \( n \). Namely

\[
\{r_n(x) \leq \delta\} \subset \bigcup_j \{d(x_{n-j}, S) \leq \theta^j\}.
\]

So we need to estimate

\[
\mu_0(S_n \in O \text{ and } d(x_{n-j}, S) \leq \theta^j).
\]

By the time reversal symmetry the last expression is the same as

\[
\mu_0(S_0 \in O : \text{} m(S_n) = 0 \text{ and } d(x_j, S) \leq \theta^j).
\]

By the Growth Lemma the contribution of terms with \( j > \log^2 n \) can be neglected. Now by Proposition 3.7(e)

\[
\mu_0(S_0 \in O, m(S_n) = 0 \text{ and } d(x_j, S) \leq \theta^j) \leq \text{Const}\theta^j / n.
\]

Now by the local limit theorem given \( S_j \in \pi^{-1}O \) we have that \( x_j \) is asymptotically uniformly distributed on \( O \) and by Lemma 11.3 most
of the points belong to the long curves. Hence (36) together with continuity of $\bar{c}(\nu)$ implies
\[
\frac{c_O}{\sqrt{2\pi D}} \frac{\text{length}(O)}{\text{length}(Q_0)} \sum_j \frac{1}{\sqrt{j}} \frac{1}{\sqrt{n-j}} \sim 1.
\]
It follows that
\[
c_O = \frac{\sqrt{2\pi D} \text{length}(Q_0)}{\Gamma(1/2)^2 \text{length}(O)}.
\]
Use finally the fact $\Gamma(1/2) = \sqrt{\pi}$.

12. TWO PARTICLES.

The proofs of Theorems 12 and 13 are similar to the proofs of Theorems 4 and 5 respectively. The most significant change is that Theorem 4 relies on Lemma 6.1. The proof of part (c) of that lemma, however, uses the exponential mixing for the discrete time system. Since exponential mixing is currently unknown for continuous time system, we indicate a direct proof of Lemma 6.1 for the continuous time system.

We need some notation. Let $\ell_1$ and $\ell_2$ be standard pairs for $x', x''$ respectively. We denote $P = P_{\ell_1} \times P_{\ell_2}$. Denote $L = ||m(x'_0) - m(x''_0)||$ and fix a small $\delta > 0$. We say that some event happens almost certainly if $P$–probability of its complement is $O(\theta \leq \delta)$. Let $x'_n$, $x''_n$ denote the position of the particles after $n$ collisions.

Let $\hat{n}$ be the first time when either $||m(x'_n) - m(x''_n)|| \geq 2L + L^{0.9}$ or $||m(x'_n) - m(x''_n)|| \leq \frac{L}{2} - L^{0.9}$. Then the argument of Lemma 6.1 shows that
\[
P(||m(x'_n) - m(x''_n)|| \leq \frac{L}{2} - L^{0.9}) = 1/2 + O(L^{-\zeta}).
\]
Also by Proposition 3.7(d) almost certainly
\[
(37) \quad \hat{n} \leq L^{2(1+\delta)}.
\]
Now let $t'_n$ ($t''_n$) denote the time it takes the particle $x'$ ($x''$) to collide $n$ times. Proposition 3.7(d) and (37) imply that almost certainly
\[
|t'_n - t''_n| \leq L^{(1+\delta)}.
\]
It follows that the faster particle almost certainly does not wander farther than $L^{(1+\delta)^3/2}$ from its position at time $\min(t'_n, t''_n)$ during the time $(\max(t'_n, t''_n) - \min(t'_n, t''_n))$ it takes the slower particle to collide $\hat{n}$ times. If $\delta$ is so small that $L^{(1+\delta)^3/2} < L^{0.9}$, then we have
\[
P(d(x'(t), x''(t)) \text{ reaches } L/2 \text{ before } 2L) \geq 1/2 + O(L^{-\zeta}).
\]
Likewise
\[
P(d(x'(t), x''(t)) \text{ reaches } 2L \text{ before } L/2) \geq 1/2 + O(L^{-\zeta}).
\]
This establishes Lemma 6.1 for continuous time system. The rest of
the proof of Theorem 12 is similar to the proof of Theorem 4.
To prove Theorem 13 observe that the proof of Lemma 8.1 gives the
following result about the continuous time system.

Lemma 12.1. Given $L > 0$, $\zeta > 0$ and $\varepsilon > 0$ there exist a constant $R$ such that for any two standard pairs $\ell_1 = (\gamma_1, \rho_1), \ell_2 = (\gamma_2, \rho_2)$ satisfying (26), (28) and $|m_j| > R$ the following holds. Let $\Delta : \gamma_1 \rightarrow \mathbb{R}$ be a function such that $||\Delta||_\infty < L$ and $\Delta(x, y) \leq L\theta^s(x, y)$.

Let $\bar{n} = |m_1|^{2(1+\zeta)}$. There exist positive constants $\bar{c}$ and $\bar{c}_\beta j$, probability measures $\bar{\nu}_1$ and $\bar{\nu}_2$, supported on $g_n\gamma_1$ and $g_n\gamma_2$ respectively, and families of standard pairs and $\{\bar{\ell}_{\beta j}\}_{\beta, j = 1, 2}$ satisfying

$$E_{\bar{\ell}_j}(A \circ g_{\bar{n}}) = \bar{c}\bar{\nu}_j(A) + \sum_\beta \bar{c}_\beta j E_{\bar{\ell}_{\beta j}}(A) \quad j = 1, 2$$

with $\bar{c} \geq 1 - \varepsilon$. Moreover there exists a measure preserving map

$$\bar{\pi} : (\gamma_1 \times [0, 1], g_{\bar{n}}^{-1}\bar{\nu}_1 \times \lambda) \rightarrow (\gamma_2 \times [0, 1], g_{\bar{n}}^{-1}\bar{\nu}_2 \times \lambda)$$

such that if $\bar{\pi}(x_1, s_1) = (x_2, s_2)$ then for any $t > \bar{n}$

$$d(g_{t+\Delta x_1}, g_t x_2) \leq \varepsilon$$

The proof of Lemma 12.1 is exactly the same as the proof of Lemma 8.1 taking into account the remarks below.

(1) Of course if the coupling in Section 8 is done carelessly then it can take different amount of time for a point and its partner to complete the first $n$ iterations. However using a multidimensional version of the local limit theorem (Theorem 1.1 of [SzV 04]) instead of two-dimensional one (our Proposition 3.3) one can show that it is possible to arrange that the times differ by at most $\varepsilon$. To do so one need a three dimensional local limit theorem applied to the triple consisting of the flight vector and the flight time.

(2) As in the discrete time case the distance between $g_{t+\Delta}(x_1)$ and $g_t(x_2)$ decreases with time, however the distance along the time direction remains constant. Hence in the continuous case the matched points do not converge indefinitely always keeping some small distance apart from each other.

(3) Note the time delay $\Delta$ in the statement of Lemma 12.1. It is needed because we work with Poincare map whereas Theorem 13 is formulated for the whole 3+3 dimensional phase space, so to apply Lemma 12.1 to the initial conditions not lying on the boundary of scatteres we need to wait until the first collision and it will take different points different time.
Given Lemma 12.1, the proof of Theorem 13 is similar to the proof of Theorem 5. Namely it suffices to show that if $x_j$ are distributed according to $\ell_j$ and $d(\ell_1, \ell_2), d(\ell_3, \ell_4) \gg 1$ then the distributions of

$$\pi(g_\tau(x_1,x_2)x_1; g_\tau(x_1,x_2)x_2)$$

and

$$\pi(g_\tau(x_3,x_4)x_3; g_\tau(x_3,x_4)x_4)$$

are close.

As in the proof of Theorem 5 we can assume that $d(\ell_1, \ell_2)$ and $d(\ell_3, \ell_4) \gg 1$ are comparable. By translation invariance we can assume also that $\ell_1$ and $\ell_3$ are close. Then we apply Lemma 12.1 to couple $\ell_1$ to $\ell_3$ and $\ell_2$ to $\ell_4$ and conclude as in the proof of Theorem 5.
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