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## Notation

| $\nabla \mathrm{a}$ $\mathscr{B}(\mathfrak{S})$ | the additive functional $\left\{a_{n+1}^{(N)}\left(X_{n+1}^{(N)}\right)-a_{n}^{(N)}\left(X_{n}^{(N)}\right)\right\}$ (a gradient) the Borel $\sigma$-algebra of a separable complete metric space $\mathfrak{\Im}$ |
| :---: | :---: |
| $\mathrm{c}_{-}, \mathrm{c}_{+}$ | large deviations thresholds, see §7.4 |
| $C_{C}(\mathbb{R})$ | the space of continuous $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ with compact support |
| $C_{\text {mix }}$ | the mixing constant from Proposition 2.13 |
| Cov | the covariance |
| CVar | the circular variance, see $\S 4.3 .1$ |
| $d_{n}(\xi), d_{n}^{(N)}(\xi)$ | structure constants, see §2.3 |
| $D_{N}(\xi)$ | structure constants, see §2.3 |
| $\delta_{x}$ | point mass measure at $x$ (Dirac's measure) |
| $\delta(\pi)$ | the contraction coefficient of a Markov operator $\pi$, see $\S 2.2 .2$ |
| $\delta(\mathrm{f})$ | the graininess constant of $f$, see chapter 4 |
| $\epsilon_{0}$ | (usually) the uniform ellipticity constant, see §2.2.1 |
| $\mathbb{E}, \mathbb{E}_{x}$ | the expectation operator. $\mathbb{E}_{x}:=\mathbb{E}\left(\cdot \mid X_{1}=x\right)$ |
| ess sup | the essential supremum, see chapter 2 |
| $\mathrm{f}, \mathrm{g}, \mathrm{h}$ | additive functionals |
| $f_{n}, f_{n}^{(N)}$ | an entry of an additive functional fof a Markov chain or array |
| $\mathcal{F}_{N}(\xi)$ | the normalized log-moment generating function, see chapter 7 |
| $G_{\text {alg }}(\mathrm{X}, \mathrm{f})$ | the algebraic range, see chapter 4 |
| $G_{\text {ess }}(\mathrm{X}, \mathrm{f})$ | the essential range, see chapter 4 |
| $\Gamma$ | the balance (of a hexagon), see §2.3.1 |
| $H(\mathrm{X}, \mathrm{f})$ | the co-range, see chapter 4 |
| $\operatorname{Hex}(N, n)$ | the space of level $N$ hexagons at position $n$, see $\S 2.3 .1$ |
| $\mathcal{I}_{N}(\eta)$ | the rate function, see chapter 7 |
| $k_{N}$ | (usually) the length of the $N$-th row of an array, minus one |
| $\log$ | the natural logarithm (same as $\ln$ ) |
| $m_{\text {Hex }}, m_{\text {Hex }}^{\prime}$ | hexagon measures, see §2.3.1 |
| $\mu(\mathrm{d} x)$ | a measure with its integration variable |
| Osc | the oscillation, see §2.2.2 |
| $(\Omega, \mathscr{F}, \mu, T)$ | a measurable map $T: \Omega \rightarrow \Omega$ on a measure space $(\Omega, \mathscr{F}, \mu)$ |
| $\mathbb{P}(A), \mathbb{P}_{x}(A)$ | the probability of the event $A$. $\mathbb{P}_{x}(A):=\mathbb{P}\left(A \mid X_{1}=x\right)$ |
| $\pi_{n, n+1}(x, \mathrm{~d} y)$ | the $n$-th transition kernel of a Markov chain |
| $p_{n}(x, y)$ | (usually) the density of $\pi_{n, n+1}(x, \mathrm{~d} y)$ |
| $\Phi_{N}(x, \xi)$ | characteristic functions, see $\S 5.2 .2$ |
| $\mathrm{r}_{+}, \mathrm{r}_{-}$ | positivity thresholds, see §7.4 |
| $S_{N}$ | $\sum_{i=1}^{N} f_{i}\left(X_{i}, X_{i+1}\right)$ (chains), or $\sum_{i=1}^{k_{N}} f_{i}^{(N)}\left(X_{i}^{(N)}, X_{i+1}^{(N)}\right)$ (arrays) |
| $\Im_{n}, \Im_{n}^{(N)}$ | the state space of $X_{n}$ (chains) or of $X_{n}^{(N)}$ (arrays) |


| $u_{n}, u_{n}^{(N)}, U_{N}$ | structure constants, see §2.3 |
| :---: | :---: |
| Var | the variance |
| $V_{N}$ | the variance of $S_{N}$ |
| $X_{n}, X_{n}^{(N)}$ | an entry of a Markov chain, or a Markov array |
| X | a Markov chain or a Markov array |
| $\mathrm{X}^{(N)}$ | the $N$-th row of a Markov array |
| $z_{N}$ | (usually) a real number not too far from $\mathbb{E}\left(S_{N}\right)$ |
| a.e.; a.s. | almost everywhere; almost surely |
| CLT | Central Limit Theorem |
| iid | independent and identically distributed |
| LLT | Local Limit Theorem |
| LHS, RHS | left-hand-side, right-hand-side (of an equation) |
| TFAE | the following are equivalent |
| s.t. | such that |
| w.l.o.g. | without loss of generality |
| $\because, \therefore$ | because, therefore |
| $\wedge, \vee$ | $x \wedge y:=\min \{x, y\}, x \vee y:=\max \{x, y\}$ |
| $1_{E}$ | the indicator function, equal to 1 on $E$ and to 0 elsewhere |
| $a \pm \varepsilon$ | a quantity inside $[a-\varepsilon, a+\varepsilon$ ] |
| $\mathrm{e}^{ \pm \varepsilon} a$ | a quantity in $\left[\mathrm{e}^{-\varepsilon} a, \mathrm{e}^{\varepsilon} a\right]$ |
| $\sim$ | $a_{n} \sim b_{n} \Leftrightarrow a_{n} / b_{n} \xrightarrow[n \rightarrow \infty]{ } 1$ |
| ־ | $a_{n} \asymp b_{n} \Leftrightarrow 0<\liminf \left(a_{n} / b_{n}\right) \leq \limsup \left(a_{n} / b_{n}\right)<\infty$ |
| ふ | $a_{n} \lesssim b_{n} \Leftrightarrow \limsup \left(a_{n} / b_{n}\right)<\infty$ |
| $\ll$ | for measures: $\mu \ll v$ means " $v(E)=0 \Rightarrow \mu(E)=0$ for all measurble $E$ "; For numbers: non-rigorous "much smaller than" |
| $\approx$ | non-rigorous shorthand for "approximately equal" |
| := | is defined to be equal to |
| $\stackrel{!}{=}, \stackrel{!}{\leq}, \stackrel{\square}{\sim}$ | an equality, inequality, or asymptotic that will be justified later |
| $\stackrel{?}{=}, \stackrel{?}{\leq}, \stackrel{?}{\sim}$ | an equality, inequality, or asymptotic whose veracity is unknown |
| $X_{n} \xrightarrow[n \rightarrow \infty]{\text { prob }} Y$ | convergence in probability |
| $X_{n} \xrightarrow[n \rightarrow \infty]{\text { dist }} Y$ | convergence in distribution |
| $X_{n} \xrightarrow[n \rightarrow \infty]{L^{p}} Y$ | convergence in $L^{p}$ |
| $\left[S_{N}>t\right]$ | The event that the condition in brackets happens. For example, if $\varphi: \mathbb{S} \rightarrow \mathbb{R}$, then $[\varphi(\omega)>t]:=\{\omega \in \mathbb{S}: \varphi(\omega)>t\}$ |
| $\lfloor x\rfloor,\lceil x\rceil$ | $\lfloor x\rfloor:=\max \{n \in \mathbb{Z}: n \leq x\},\lceil x\rceil:=\min \{n \in \mathbb{Z}: n \geq x\}$ |
| $\{x\},\langle x\rangle$ | $\{x\}:=x-\lfloor x\rfloor ;\langle x\rangle=$ the number in $[-\pi, \pi)$ s.t. $x-\langle x\rangle \in 2 \pi \mathbb{Z}$ |
| $\{x\}_{t \mathbb{Z}},[x]_{t \mathbb{Z}}$ | the numbers s.t. $x=[x]_{t \mathbb{Z}}+\{x\}_{t \mathbb{Z}},[x]_{t \mathbb{Z}} \in t \mathbb{Z}$ and $\{x\}_{t \mathbb{Z}} \in[0, t)$ |

The Fourier Transform of an $L^{1}$-function $\phi: \mathbb{R} \rightarrow \mathbb{R}: \widehat{\phi}(\xi):=\int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} \xi u} \phi(u) \mathrm{d} u$. The Legendre-Fenchel transform of a convex $\phi: \mathbb{R} \rightarrow \mathbb{R}: \phi^{*}(\eta):=\sup _{\xi}[\xi \eta-\varphi(\xi)]$.

## Chapter 1 Overview


#### Abstract

We give an overview of the main results of this work.


### 1.1 Setup and Aim

Our aim is to describe the asymptotic behavior of $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ as $N \rightarrow \infty$, where $S_{N}=\sum_{n=1}^{N} f_{n}\left(X_{n}, X_{n+1}\right)$, $X_{n}$ is a Markov chain, and $z_{N}$ are real numbers not too far from $\mathbb{E}\left(S_{N}\right)$. Such results are called local limit theorems (LLT). For the history of the problem, see the end of the chapter. The novelty of this work is that we allow the Markov chain to be inhomogeneous: The set of states of $X_{n}$, the transition probabilities, and $f_{n}$ may all depend on $n$.

We will usually assume that $f_{n}$ are uniformly bounded real-valued functions, and that $\left\{X_{n}\right\}$ is uniformly elliptic, a technical condition which we will state in Chapter 2, and that implies uniform exponential mixing. These assumptions place us in the Gaussian domain of attraction. The analogy with classical results for sums of independent identically distributed (iid) random variables suggests that in the best of all situations, we should expect the behavior below (in what follows $V_{N}:=\operatorname{Var}\left(S_{N}\right), A_{N} \sim B_{N} \Leftrightarrow A_{N} / B_{N} \xrightarrow[N \rightarrow \infty]{ } 1$, and the question marks are there to emphasize that at this point of the discussion, these are conjectures, not assertions):
(1) Local Deviations: If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, then

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \stackrel{?}{\sim} \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \exp \left[-z^{2} / 2\right] .
$$

(2) Moderate Deviations: If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \stackrel{?}{\sim} \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \exp \left[-\frac{1+o(1)}{2}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2}\right]
$$

(3) Large Deviations: If $\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|<c$ with $c>0$ sufficiently small, then

$$
\begin{aligned}
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] & \stackrel{?}{\sim} \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \exp \left[-V_{N} I_{N}\left(z_{N} / V_{N}\right)\right] \times \\
& \times \rho_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \times \frac{1}{|a-b|} \int_{a}^{b} \mathrm{e}^{-t \xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)} \mathrm{d} t
\end{aligned}
$$

where $\mathcal{I}_{N}(\cdot)$ are the Legendre transforms of $\mathcal{F}_{N}(\xi):=\frac{1}{V_{N}} \log \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)$, and

- $\rho_{N}(t) \xrightarrow[t \rightarrow 0]{\longrightarrow} 1$ uniformly in $N$, and $\rho_{n}(\cdot)$ are uniformly bounded away from zero and infinity on $[-c, c]$;
- $C^{-1}|\eta| \leq\left|\xi_{N}(\eta)\right| \leq C|\eta|$ for all $|\eta|<c$ and $N$, with $C$ independent of $N$;
- $c, \xi_{N}, \rho_{N}$ are independent of $z_{N}$ and $(a, b)$.
(The asymptotic results in the large deviation regime are more precise than in the moderate deviation case, but less universal. See Chapter 7 for more details.)

Although the asymptotic formulas (1)-(3) above are true in many cases, they sometimes fail - even when $S_{N}$ is a sum of iid's.

The aim of this work is to give general sufficient conditions for (1)-(3), and to provide the necessary asymptotic corrections when some of these conditions fail. To do this we first identify all the obstructions to (1)-(3), and then we analyze $S_{N}$ when these obstructions happen.

### 1.2 The Obstructions to the Local Limit Theorems

The algebraic range is the smallest closed additive subgroup $G \leq \mathbb{R}$ for which there are $\alpha_{n} \in \mathbb{R}$ so that $f_{n}\left(X_{n}, X_{n+1}\right)-\alpha_{n} \in G$ almost surely for all $n$. We show that the following list is a complete set of obstructions to (1)-(3):
(I) Lattice Behavior: The algebraic range is $t \mathbb{Z}$ for some $t>0$.
(II) Center-Tightness: There are centering constants $m_{N}$ such that $\left\{S_{N}-m_{N}\right\}$ is tight. In Chapter 3 we will see that in this case $\operatorname{Var}\left(S_{N}\right)$ must be bounded. We will also see that center-tightness is equivalent to $\operatorname{Var}\left(S_{N}\right) \nrightarrow \infty$.
(III) Reducibility: $f_{n}=g_{n}+c_{n}$ where the algebraic range of $\left\{g_{n}\left(X_{n}, X_{n+1}\right)\right\}$ is strictly smaller than the algebraic range of $\left\{f_{n}\left(X_{n}, X_{n+1}\right)\right\}$, and where $S_{n}(\mathrm{c}):=\sum_{n=1}^{N} c_{n}\left(X_{n}, X_{n+1}\right)$ is center-tight (equivalently, its variance does not tend to infinity as $N \rightarrow \infty$ ).

One of our main results is that if these three obstructions do not occur, then the asymptotic expansions (1)-(3) above hold.

### 1.3 How to Show that the Obstructions Do Not Occur

While it is usually easy to rule out the lattice obstruction (I), it is often not clear how to rule out (II) and (III). What we need is a tool that determines from the data of $f_{n}$ and $X_{n}$ whether $\left\{f_{n}\left(X_{n}, X_{n+1}\right)\right\}$ is center-tight or reducible.

In Chapter 2, we introduce numerical constants $d_{n}(\xi)(n \geq 3, \xi \in \mathbb{R})$, which are defined purely in terms of the functions $f_{n}$ and the transition probabilities

$$
\pi_{n, n+1}(x, E):=\mathbb{P}\left(X_{n+1} \in E \mid X_{n}=x\right),
$$

and which can be used to determine which obstructions occur and which do not:

- If $\sum d_{n}^{2}(\xi)=\infty$ for all $\xi \neq 0$, then the obstructions (I),(II),(III) do not occur, and the asymptotic expansions (1)-(3) hold.
- If $\sum d_{n}^{2}(\xi)<\infty$ for all $\xi \neq 0$, then $\operatorname{Var}\left(S_{N}\right)$ is bounded (obstruction II).
- If $\sum d_{n}^{2}(\xi)=\infty$ for some but not all $\xi \neq 0$, then $\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$ but we are either lattice or reducible: (II) fails, but at least one of (I),(III) occurs.

We call $d_{n}(\xi)$ the structure constants of $X=\left\{X_{n}\right\}$ and $f=\left\{f_{n}\right\}$.

### 1.4 What Happens When the Obstructions Do Occur

### 1.4.1 Lattice Case

The lattice obstruction (I) already happens for sums of iid random variables, and the classical approach how to adjust (1)-(3) to this setup extends without much difficulty to the Markov case.

Suppose the algebraic range is $t \mathbb{Z}$ with $t>0$, i.e. there are constants $\alpha_{n}$ such that $f_{n}\left(X_{n}, X_{n+1}\right)-\alpha_{n} \in t \mathbb{Z}$ almost surely for all $n$. Assume further that $t \mathbb{Z}$ is the smallest group with this property. In this case $S_{N} \in \gamma_{N}+t \mathbb{Z}$ a.s. for all $N$, where $\gamma_{N}=\sum_{i=1}^{N} \alpha_{i} \bmod t \mathbb{Z}$. Instead of analyzing $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$, which may be equal to zero, we study $\mathbb{P}\left[S_{N}=z_{N}\right]$, with $z_{N} \in \gamma_{N}+t \mathbb{Z}$.

We show that in case (I), if the algebraic range is $t \mathbb{Z}$, and obstructions (II) and (III) do not occur, then (as in the case of iid's):
(1') If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$ and $z_{N} \in \gamma_{N}+t \mathbb{Z}$, then $\mathbb{P}\left[S_{N}=z_{N}\right] \sim \frac{t}{\sqrt{2 \pi V_{N}}} \mathrm{e}^{-z^{2} / 2}$.
(2') If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$ and $z_{N} \in \gamma_{N}+t \mathbb{Z}$, then $\mathbb{P}\left[S_{N}=z_{N}\right] \sim \frac{t}{\sqrt{2 \pi V_{N}}} \exp \left[-\frac{1+o(1)}{2}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2}\right]$.
(3') If $\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|<c$ with $c>0$ sufficiently small, and $z_{N} \in \gamma_{N}+t \mathbb{Z}$, then

$$
\mathbb{P}\left[S_{N}=z_{N}\right] \sim \frac{t}{\sqrt{2 \pi V_{N}}} \exp \left[-V_{N} I_{N}\left(z_{N} / V_{N}\right)\right] \times \rho_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)
$$

where $I_{N}$ and $\rho_{N}$ have the properties listed in the non-lattice case (3).
The previous results hold for lattice valued, irreducible, non-center-tight additive functionals, that is, when (I) holds and (II),(III) fail. Here is an equivalent condition in terms of the data of $X_{n}$ and $f_{n}$ :

$$
\exists t>0 \text { such that } \sum d_{n}^{2}(\xi)<\infty \text { exactly when } \xi \in \frac{2 \pi}{t} \mathbb{Z}
$$

Under this condition, ( $\left.1^{\prime}\right)-\left(3^{\prime}\right)$ hold with the parameter $t$.

### 1.4.2 Center-Tight Case

We show that obstruction (II) happens iff $f_{n}\left(X_{n}, X_{n+1}\right)$ can be put in the form

$$
\begin{equation*}
f_{n}\left(X_{n}, X_{n+1}\right)=a_{n+1}\left(X_{n+1}\right)-a_{n}\left(X_{n}\right)+h_{n}\left(X_{n}, X_{n+1}\right)+c_{n} \tag{1.1}
\end{equation*}
$$

where $a_{n}\left(X_{n}\right)$ are uniformly bounded, $c_{n}$ are constants, $h_{n}\left(X_{n}, X_{n+1}\right)$ have mean zero, and

$$
\sum \operatorname{Var}\left[h_{n}\left(X_{n}, X_{n+1}\right)\right]<\infty
$$

The freedom in choosing $a_{n}\left(X_{n}\right)$ is too great to allow general statements on the asymptotic behavior of $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$, see Example 3.1. But as we shall we see in Chapter 3, (1.1) does provide us with some almost sure control. It implies that

$$
S_{N}=a_{N+1}\left(X_{N+1}\right)-a_{1}\left(X_{1}\right)+\sum_{n=1}^{N} h_{n}\left(X_{n}, X_{n+1}\right)+\gamma_{N}
$$

where $\gamma_{N}=\sum_{i=1}^{N} c_{i}$, and where $\sum_{n=1}^{\infty} h_{n}\left(X_{n}, X_{n+1}\right)$ converges almost surely.

This means that in the center-tight scenario, $S_{N}-\mathbb{E}\left(S_{N}\right)$ can be decomposed into the sum of two terms: A bounded term, possibly oscillatory, that depends only on $X_{N+1}$, and a term which depends on the entire past $X_{1}, \ldots, X_{N+1}$, that converges almost surely.

### 1.4.3 Reducible Case

In the reducible case, we can decompose

$$
\begin{equation*}
f_{n}\left(X_{n}, X_{n+1}\right)=g_{n}\left(X_{n}, X_{n+1}\right)+c_{n}\left(X_{n}, X_{n+1}\right) \tag{1.2}
\end{equation*}
$$

with center-tight $\mathrm{c}=\left\{c_{n}\left(X_{n}, X_{n+1}\right)\right\}$, and where the algebraic range of $\mathrm{g}=\left\{g_{n}\left(X_{n}, X_{n+1}\right)\right\}$ is strictly smaller than the algebraic range of $\mathfrak{f}=\left\{f_{n}\left(X_{n}, X_{n+1}\right)\right\}$.

In principle, it is possible that g is reducible too, but in Chapter 6 we show that one can find an "optimal" decomposition where $g$ is irreducible, and cannot be decomposed further. The algebraic range of the "optimal" $g$ is the "infimum" of all possible reduced ranges:

$$
G_{e s s}:=\bigcap\left\{G: \begin{array}{l}
G \text { is the algebraic range of some } \mathrm{g} \\
\text { which satisfies (1.2) with a center-tight } \mathrm{c}
\end{array}\right\} .
$$

We call $G_{\text {ess }}$ the essential range of f . It can be calculated explicitly from the data of f and the Markov chain X , in terms of the structure constants, see Theorem 4.4.

It follows from the definitions that $G_{\text {ess }}$ is a proper closed subgroup of $\mathbb{R}$, so $G_{\text {ess }}=\{0\}$ or $t \mathbb{Z}$ or $\mathbb{R}$. In the reducible case, $G_{\text {ess }}=\{0\}$ or $t \mathbb{Z}$, because if $G_{\text {ess }}=\mathbb{R}$, then the algebraic range (which contains $G_{\text {ess }}$ ) is also equal to $\mathbb{R}$.

If $G_{\text {ess }}=\{0\}$, then the optimal $g$ has algebraic range $\{0\}$, and $g_{n}\left(X_{n}, X_{n+1}\right)$ are a.s. constant. In this case $f$ is center-tight, and we are back to case (II).

If $G_{\text {ess }}=t \mathbb{Z}$ with $t>0$, then g is lattice, non-center-tight, and irreducible. Split

$$
\begin{equation*}
S_{N}=S_{N}(\mathrm{~g})+S_{N}(\mathrm{c}), \text { with } S_{N}(\mathrm{~g})=\sum_{n=1}^{N} g_{n}\left(X_{n}, X_{n+1}\right), S_{n}(\mathrm{c})=\sum_{n=1}^{N} c_{n}\left(X_{n}, X_{n+1}\right) \tag{1.3}
\end{equation*}
$$

Then $S_{n}(\mathrm{~g})$ satisfies the lattice LLT ( $\left.1^{\prime}\right)-\left(3^{\prime}\right)$ with parameter $t$, and $\operatorname{Var}\left[S_{N}(\mathrm{c})\right]=O(1)$. Trading constants between g and c , we can also arrange $\mathbb{E}\left[S_{N}(\mathrm{c})\right]=O(1)$.

Unfortunately, even though $\operatorname{Var}\left[S_{n}(\mathrm{f})\right] \rightarrow \infty$ and $\operatorname{Var}\left[S_{N}(\mathrm{c})\right]=O(1)$, examples show that $S_{N}(\mathrm{c})$ is still powerful enough to disrupt the local limit theorem for $S_{N}$, lattice or non-lattice (Example 6.1). Heuristically, what could happen is that the mass of $S_{N}(\mathrm{~g})$ concentrates on cosets of $t \mathbb{Z}$ according to (1')-(3'), but $S_{N}$ (c) spreads this mass to the vicinity of the lattice in a non-universal but tight manner.

This suggests that (1)-(3) should be approximately true for intervals ( $a, b$ ) of length $|a-b| \gg t$, but false for intervals of length $|a-b| \ll t$. In Chapter 6 we prove results in this direction.

For intervals with size $|a-b|>2 t$, we show that for all $z_{N} \in \mathbb{R}$ such that $\left(z_{N}-\mathbb{E}\left(S_{N}\right)\right) / \sqrt{V_{N}} \rightarrow z$, for all $N$ large enough,

$$
\frac{1}{3}\left(\frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}\right) \leq \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \leq 3\left(\frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}\right)
$$

If $|a-b|>L>t$, we can replace 3 by a constant $C(L, t)$ such that $C(L, t) \xrightarrow[L / t \rightarrow \infty]{ } 1$.
For general intervals, possibly with length less than $t$, we show the following: There is a random variable $\mathfrak{H}=\mathfrak{H}\left(X_{1}, X_{2}, X_{3}, \ldots\right)$ and uniformly bounded random variables $b_{N}=b_{N}\left(X_{1}, X_{N+1}\right)$ so that for every $z_{N} \in t \mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, and for every $\phi: \mathbb{R} \rightarrow \mathbb{R}$ continuous with compact support,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}-b_{N}\left(X_{1}, X_{N+1}\right)\right)\right]=\frac{t \mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(m t+\mathfrak{H})] . \tag{1.4}
\end{equation*}
$$

For $\phi \approx 1_{[a, b]}$ with $|a-b| \gg t$, the right-hand-side of (1.4) is approximately equal to $\frac{1}{\sqrt{2 \pi}}|a-b| \mathrm{e}^{-z^{2} / 2}$, in accordance with (1), see Lemma 6.10. But for $|a-b| \ll t$, (1.4) depends on the detailed structure of f through $t$, $b_{N}\left(X_{1}, X_{N+1}\right)$ and $\mathfrak{H}$.

What are $b_{N}\left(X_{N}, X_{N+1}\right)$ and $\mathfrak{G}$ ? Recall that c on the right-hand-side of (1.3) is center-tight. As such, it can be put in the form (1.1). Namely, $c_{n}\left(X_{n}, X_{n+1}\right)=a_{n+1}\left(X_{n+1}\right)-a_{n}\left(X_{n}\right)+h_{n}\left(X_{n}, X_{n+1}\right)+c_{n}^{*}$, where $\sup _{n}\left(\right.$ ess $\left.\sup \left|a_{n}\right|\right)<\infty, c_{n}^{*}$ are constants, $\mathbb{E}\left(h_{n}\left(X_{n}, X_{n+1}\right)\right)=0$, and $\sum h_{n}$ converges almost surely. Let $\gamma_{N}:=$ $\sum_{n=1}^{N} c_{n}^{*}=\mathbb{E}\left(S_{N}(\mathrm{c})\right)+O(1)=O(1)$. The proof of (1.4) shows that

- $b_{N}=a_{N+1}\left(X_{N+1}\right)-a_{1}\left(X_{1}\right)+\left\{\gamma_{N}\right\}_{t \mathbb{Z}}$, where $\{x\}_{t \mathbb{Z}} \in[0, t),\{x\}_{t \mathbb{Z}}=x \bmod t \mathbb{Z}$;
- $\mathfrak{H}=\sum_{n=1}^{\infty} h_{n}\left(X_{n}, X_{n+1}\right)$. (It is possible to replace $\mathfrak{H}$ by a different random variable $\mathfrak{F}$ which is bounded, see Chapter 6.)
This works as follows. Let $z_{N}^{*}:=z_{N}-\left[\gamma_{N}\right]_{t \mathbb{Z}}$, where $[x]_{t \mathbb{Z}}:=x-\{x\}_{t \mathbb{Z}} \in t \mathbb{Z}$. Then $z_{N}^{*} \in t \mathbb{Z}, \frac{z_{N}^{*}-\mathbb{E}\left(S_{N}\right)}{V_{N}}=$ $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)+O(1)}{V_{N}} \rightarrow z$, and

$$
\begin{equation*}
S_{N}-b_{N}-z_{N}=\left[S_{N}(\mathrm{~g})-z_{N}^{*}\right]+S_{N}(\mathrm{~h}) \tag{1.5}
\end{equation*}
$$

By subtracting $b_{N}$ from $S_{N}$, we are shifting the distribution of $S_{N}$ to the distribution of the sum of two terms: The first, $S_{N}(\mathrm{~g})$, is an irreducible $t \mathbb{Z}$-valued additive functional; the second, $S_{N}(\mathrm{~h})$, converges almost surely to $\mathfrak{H}$.

Suppose for the sake of discussion that $S_{N}(\mathrm{~g}), S_{N}(\mathrm{~h})$ were independent. Then (1.5), the identity $\mathfrak{G}=\sum_{n \geq 1} h_{n}\left(X_{n}, X_{n+1}\right)$, and the lattice LLT for $S_{N}(g)$ say that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-b_{N}-z_{N}\right)\right]=\int_{\mathbb{R}} \phi(x) m(\mathrm{~d} x) \tag{1.6}
\end{equation*}
$$

where $m:=\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} m_{t \mathbb{Z}} * m_{\mathfrak{H}}, m_{\mathfrak{H}}(E):=\mathbb{P}[\mathfrak{H} \in E], m_{t \mathbb{Z}}:=t \cdot$ counting measure of $t \mathbb{Z}$, and $*$ denotes the convolution. (See §5.2.3.) Calculating, we find that $\int_{\mathbb{R}} \phi \mathrm{d} m=$ right-hand-side of (1.4).

In general, $S_{N}(\mathrm{~g})$ and $S_{N}(\mathrm{~h})$ are not independent. But in Chapter 6 we show that (1.4) and (1.6) remain valid. There we also discuss other consequences of (1.4), including the asymptotic distributional behavior of $S_{N}$ modulo $t \mathbb{Z}$.

### 1.5 Some Final Words on the Setup of this Work

We would like to comment on a choice we made when we wrote this work, specifically, our focus on additive functionals of the form $f_{n}=f_{n}\left(X_{n}, X_{n+1}\right)$.

This choice is somewhat unorthodox: The theory of Markov processes is mostly concerned with the case $f_{n}=f_{n}\left(X_{n}\right)$ (see e.g. [50,149,181]), and the theory of stochastic processes is mostly concerned with the case $f_{n}=f_{n}\left(X_{n}, X_{n+1}, \ldots\right)$, under assumptions on the weak dependence of $X_{k}$ and $X_{n}$ when $|k-n| \gg 1$ (see e.g. [103, 16]). We decided to study $f_{n}=f_{n}\left(X_{n}, X_{n+1}\right)$ for the following reasons:

- The case $f_{n}=f_{n}\left(X_{n}, X_{n+1}\right)$ is richer than the case $f_{n}=f_{n}\left(X_{n}\right)$ because it contains gradients $a_{n+1}\left(X_{n+1}\right)$ $a_{n}\left(X_{n}\right)$. Two additive functionals which differ by a gradient with uniformly bounded ess sup $\left|a_{n}\right|$ will have the same CLT behavior, but they may have different LLT behavior, because their algebraic ranges can be
different. This leads to an interesting reduction theory which we would have missed had we only considered the case $f_{n}=f_{n}\left(X_{n}\right) .{ }^{1}$
- The case $f_{n}\left(X_{n}, \ldots, X_{n+m}\right)$ with $m>1$ is similar to the case $m=2$, and does not require new ideas, see Example 2.3 and the discussion in $\S 2.4$. We decided to keep $m=1$ and leave the (routine) extension to $m>1$ to the reader.
- The case $f_{n}=f_{n}\left(X_{n}, X_{n+1}, \ldots\right)$ is of great interest, and we hope to address it in the future. At the moment, our results do not cover it.

We hope to stimulate research into the local limit theorem of additive functionals of general non-stationary stochastic processes with mixing conditions. Such work will have applications outside the theory of stochastic processes, such as the theory of dynamical systems. Our work here is a step in this direction.

### 1.6 Prerequisites

We made an attempt to make this text self-contained and accessible to readers with standard background in analysis and probability theory. A familiarity with the material of Rudin's book Real and complex analysis [170, Ch. 1-9] and Breiman's book Probability [17, Ch. 1-8] should be sufficient. Appendices A-C supply additional background material, not in these textbooks.

A few sections marked by $\left({ }^{*}\right)$ contain topics which are slightly off the main path of the book. Some of these sections require additional background, which we recall, but sometimes without proofs. The material in the starred sections is not used in other parts of the book, and they can be skipped at first reading.

### 1.7 Notes and References

The local limit theorem has a very long history. To describe it, let us distinguish the following three lines of development:
(1) LLT for identically distributed independent (iid) random variables,
(2) LLT for other stationary stochastic processes,
(3) LLT for non-stationary stochastic processes.

Local Limit Theorems for Sums of IID Random Variables. The first LLT dates to de Moivre's 1738 book [38], and provides approximations for $\mathbb{P}\left[a \leq S_{n} \leq b\right]$ when $S_{n}=X_{1}+\cdots+X_{n}$, and $X_{i}$ are iid, equal to zero or one with equal probabilities. Laplace extended de Moivre's results to the case when $X_{i}$ are equal to zero or one with non-equal probabilities [124, 125].

In 1921, Pólya extended these results to the vector valued iid which generate the simple random walk on $\mathbb{Z}^{d}$, and deduced his famous criterion for the recurrence of simple random walks [162].

The next historical landmark is Gnedenko's 1948 work [78, 79] which initiated the study of the LLT for sums of iid with general lattice distributions. He asked for the weakest possible assumptions on the distribution of iid's $X_{i}$ which lead to LLT with Gaussian or stable limits. Khinchin popularized the problem by emphasizing its importance to the foundations of quantum statistical physics [109], and it was studied intensively by the Russian school, with important contributions by Linnik, Ibragimov, Prokhorov, Richter, Saulis, Petrov and others. We will comment on some of these contributions in later chapters. For the moment, we refer the reader to the excellent books by Gnendenko \& Kolmogorov [80], Ibragimov \& Linnik [103], Petrov [156], and to the many references they contain.

[^0]The early works on the local limit theorem all focused on the lattice case. The first result we are aware of which could be considered to be a non-lattice local limit theorem is in [80]: Suppose that each of the iid's $X_{i}$ have mean zero, finite variance $\sigma^{2}$, and a probability density function $p(x) \in L^{r}$ with $1<r \leq 2$, then the density function $p_{n}(x)$ of $X_{1}+\cdots+X_{n}$ satisfies $\sigma \sqrt{n} p_{n}(\sigma \sqrt{n} x) \underset{n \rightarrow \infty}{ } \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-x^{2} / 2}$.

There could be non-lattice iid's without density functions, for example the iid's $X_{i}$ equal to ( -1 ), 0 , or $\sqrt{2}$ with equal probabilities (the algebraic range is $\mathbb{R}$, because the group generated by $(-1)$ and $\sqrt{2}$ is dense). Shepp [183] was the first to consider non-lattice LLT in such cases. His approach was to provide asymptotic formulas for $\mathbb{P}\left[a \leq S_{n}-\mathbb{E}\left(S_{N}\right) \leq b\right]$ for arbitrary intervals $[a, b]$, or for $\sqrt{2 \pi \operatorname{Var}\left(S_{N}\right)} \mathbb{E}\left[\phi\left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)\right]$ for all test functions $\phi: \mathbb{R} \rightarrow \mathbb{R}$ which are continuous with compact support. In this monograph, we use a slight modification of Shepp's formulation of the LLT. Instead of working with $S_{N}-\mathbb{E}\left(S_{N}\right)$, we work with $S_{N}-z_{N}$ subject to the assumptions that $z_{N}$ is "not too far" from $\mathbb{E}\left(S_{N}\right)$, and that $S_{N}-z_{N} \in$ algebraic range.

Stone proved non-lattice LLT in Shepp's sense for sums of vector valued iid in [191], extending earlier work of Rvačeva [174], who treated the lattice case. These works are important not only because of the intrinsic interest in the vector valued case, but also because of technical innovations which became tools of the trade, see e.g. §5.2.1 and [17].

Local Limit Theorems for Other Stationary Stochastic Processes. The earliest LLT for non-iid sequences $\left\{X_{i}\right\}$ is due to Kolmogorov [116]. He considered stationary homogeneous Markov chains $\left\{X_{i}\right\}$ with a finite set of states $\mathfrak{G}=\left\{a_{1}, \ldots, a_{n}\right\}$, and proved a local limit theorem for the occupation times $S_{N}=\sum_{i=1}^{N} \mathbf{f}\left(X_{i}\right)$, where $\mathbf{f}(x)=$ $\left(1_{a_{1}}(x), \ldots, 1_{a_{n}}(x)\right)$.

Following further developments for finite state Markov chains by Sirazhdinov [185], Nagaev [149] proved very general CLT and LLT for $S_{N}=\sum_{i=1}^{N} f\left(X_{i}\right)$ for a large class of stationary homogeneous countable Markov chains $\left\{X_{i}\right\}$, and for a variety of unbounded functions $f$, both in the gaussian and in the stable case. See Chapter 8.

Nagaev's paper introduced the method of characteristic function operators (which we call in this work "Nagaev perturbation operators"), and opened the way for proving LLT for other weakly dependent stationary stochastic processes, and in particular to time series of probability preserving dynamical systems. Guivarc'h \& Hardy [88] proved gaussian LLT for Birkhoff sums $S_{N}=\sum_{n=1}^{N} f\left(T^{n} x\right)$ for Anosov diffeomorphisms $T: X \rightarrow X$ with an invariant Gibbs measure, and Hölder continuous functions $f$. Rosseau-Egele [168] and Broise [20] proved such theorems for piecewise expanding interval map possessing an absolutely continuous invariant measure, $X=[0,1]$, and $f \in B V$. Aaronson \& Denker [5] gave general LLT for stationary processes generated by Gibbs-Markov maps both in the gaussian and in the non-gaussian domain of attraction.

These results have found many applications in infinite ergodic theory, dynamical systems and hyperbolic geometry, see for example [2], [3], [6].

The influence of Nagaev's method can also be recognized in other works on other asymptotic problems in dynamics and geometry, see for example [93], [107], [123], [126], [127], [159], [160], [182].

For the connection between the LLT and the behavior of local times for stationary stochastic processes, see [44, 61].

Kosloff and Volný showed that every ergodic and aperiodic probability preserving system has an observable whose Birkhoff sums satisfy the lattice LLT [121].
Local Limit Theorems for Non-Stationary Stochastic Processes. The interest in limit theorems for sums of non-identically distributed, independent, random variables goes back to the works of Chebyshev [196], Lyapunov [136], and Lindeberg [132] who considered the central limit theorem for such sums.

The study of LLT for sums of independent non-identically distributed random variables started later, in the works of Prokhorov [163] and Rozanov [169]. A common theme in these works is to assume an asymptotic formula for $\mathbb{P}\left[a \leq \frac{S_{N}-A_{N}}{B_{N}} \leq b\right]$ for suitable normalizing constants $A_{N}, B_{N}$, and then to ask what extra conditions imply an asymptotic for $\mathbb{P}\left[a \leq S_{N}-A_{N} \leq b\right]$.

An important counterexample by Gamkrelidze [76] pointed the way towards the following phenomenon: The distribution of $S_{N}$ may lie close to a proper sub-group of its algebraic range without actually charging it, and a variety of sufficient conditions which rule this out were developed over the years. We mention especially the Prokhorov condition in the lattice case [169] (see §8.2), the Mineka-Silverman condition in the non-lattice case [144], Statulevičius's condition [190], and conditions motivated by additive number theory such as those appearing in [146] and [147]. For a discussion of these conditions, see [148].

Dolgopyat proved a LLT for sums of non-identically distributed, independent random variables which also applies to the reducible case [56].

Dobrushin proved a general central limit theorem for inhomogeneous Markov chains in [50] (see Chapter 3). Local limit theorems for inhomogeneous Markov chains are considered in [189]. Merlevède, M. Peligrad and C. Peligrad proved local limit theorems for sums $\sum_{i=1}^{N} f_{i}\left(X_{i}\right)$ where $\left\{X_{i}\right\}$ is a $\psi$-mixing inhomogeneous Markov chain, under the irreducibility condition of Mineka \& Silverman [142]. Hafouta obtained local limit theorems for a class of inhomogeneous Markov chains in [90]. In a different direction, central limit theorems for time-series of inhomogeneous sequences of Anosov diffeomorphisms are proved in [12] and [30].

An important source of examples of inhomogeneous Markov chains is a Markov chain in random environment, when considered for a specific ("quenched") realizations of the environment (see Chapter 9). Hafouta \& Kifer proved local limit theorems for non-conventional ergodic sums in [92], and local limit theorems for random dynamical systems including Markov chains in random environment in [93]. Demers, Péne \& Zhang [41] prove a LLT for an integer valued observable for a random dynamical system.

Comparing the theory of inhomogeneous Markov chains to theory of Markov chains in random environment studied in [93], we note the following differences (see Chapter 9 for more discussion of this subject):
(a) The theory of inhomogeneous Markov chains applies to fixed realizations of noise and not just to all realizations in an unspecified set of full measure.
(b) In the random environment setup, a center-tight additive functional must be a coboundary plus a constant, while in the general case it can also have a component with summable variances.
(c) In the non center-tight random environment setup, the variance grows linearly for a.e. realization of noise. But for a general inhomogeneous Markov chain it can grow arbitrarily slowly.

The Contribution of This Work. The novelty of this work is in providing optimal sufficient conditions for the classical asymptotic formulas for $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$, and in the analysis of $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ when these conditions fail.

In particular, we provide simple way to see when the obstructions to the LLT occur (based on structure constants $d_{n}(\xi)$ ), we derive a new asymptotic formula for $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ in the reducible case, when $\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$, and we prove a structure theorem for $S_{N}$ in case $\operatorname{Var}\left(S_{N}\right) \nrightarrow \infty$. Unlike previous works, our analysis does not require any assumptions on the rate of growth of $\operatorname{Var}\left(S_{N}\right)$, beyond convergence to infinity.

## Chapter 2

# Markov Arrays, Additive Functionals, and Uniform Ellipticity 


#### Abstract

This chapter presents the main objects of our study. We define Markov arrays and additive functionals, discuss the uniform ellipticity condition, and introduce the structure constants.


### 2.1 The Basic Setup

### 2.1.1 Inhomogeneous Markov Chains

A Markov chain is given by the following data:

- State Spaces: Borel spaces $\left(\mathfrak{S}_{n}, \mathscr{B}\left(\Im_{n}\right)\right)(n \geq 1)$, where $\mathfrak{S}_{n}$ is a complete separable metric space, and $\mathscr{B}\left(\mathfrak{S}_{n}\right)$ is the Borel $\sigma$-algebra of $\Im_{n}$. $\Im_{n}$ is the set of "the possible states of the Markov chain at time $n$."
- Transition Probabilities (or Transition Kernels): a family of Borel probability measures $\pi_{n, n+1}(x, \mathrm{~d} y)$ on $\Im_{n+1}\left(x \in \Im_{n}, n \geq 1\right)$, so that for every Borel $E \subset \Im_{n+1}$, the function $x \mapsto \pi_{n, n+1}(x, E)$ is measurable. The measure $\pi_{n, n+1}(x, E)$ is "the probability of the event $E$ at time $n+1$, given that the state at time $n$ was $x$."
- Initial Distribution: $\pi(\mathrm{d} x)$, a Borel probability measure on $\Im_{1} \cdot \pi(E)$ is "the probability that the state $x$ at time 1 belongs to $E$."
The Markov chain associated with this data is the Markov process $\mathrm{X}:=\left\{X_{n}\right\}_{n \geq 1}$ such that $X_{n} \in \mathbb{G}_{n}$ for all $n$, and so that for all Borel $E_{i} \subset \Im_{i}, \mathbb{P}\left(X_{1} \in E_{1}\right)=\pi\left(E_{1}\right), \mathbb{P}\left(X_{n+1} \in E_{n+1} \mid X_{n}=x_{n}\right)=\pi_{n, n+1}\left(x_{n}, E_{n+1}\right)$.

X is uniquely defined, and its joint distribution is given by

$$
\begin{equation*}
\mathbb{P}\left(X_{1} \in E_{1}, \cdots, X_{n} \in E_{n}\right):=\int_{E_{1}} \pi\left(\mathrm{~d} x_{1}\right) \int_{E_{2}} \pi_{1,2}\left(x_{1}, \mathrm{~d} x_{2}\right) \cdots \int_{E_{n}} \pi_{n-1, n}\left(x_{n-1}, \mathrm{~d} x_{n}\right) . \tag{2.1}
\end{equation*}
$$

Let $\mathbb{P}, \mathbb{E}$ and Var denote the probability, expectation, and variance calculated using this joint distribution. If $\pi$ is the point mass at $x$, we write $\mathbb{P}_{x}$ and $\mathbb{E}_{x}$.

X satisfies the following important Markov property (see e.g. [17, Ch. 7]):

$$
\begin{align*}
& \mathbb{P}\left(X_{k+1} \in E \mid X_{k}, X_{k-1}, \cdots, X_{1}\right)=\mathbb{P}\left(X_{k+1} \in E \mid X_{k}\right)=\pi_{k, k+1}\left(X_{k}, E\right),  \tag{2.2}\\
& \mathbb{P}\left(X_{n} \in E_{n}, \cdots, X_{k+1} \in E_{k+1} \mid X_{k}, \cdots, X_{1}\right)=\mathbb{P}\left(X_{n} \in E_{n}, \cdots, X_{k+1} \in E_{k+1} \mid X_{k}\right)  \tag{2.3}\\
& \quad=\int_{E_{k+1}} \pi_{k, k+1}\left(X_{k}, \mathrm{~d} x_{k+1}\right) \cdots \int_{E_{n}} \pi_{n-1, n}\left(x_{n-1}, \mathrm{~d} x_{n}\right) \text { for all } n \geq k+1 .
\end{align*}
$$

The proofs are a direct calculation. Let $\mathscr{F}_{k, \infty}$ denote the $\sigma$-algebra generated by $X_{i}$ with $i \geq k$. Then an approximation argument shows that for each $A \in \mathscr{F}_{k, \infty}$,

$$
\begin{equation*}
\mathbb{P}\left(\left(X_{k+1}, X_{k+2}, \cdots\right) \in A \mid X_{k}, \cdots, X_{1}\right)=\mathbb{P}\left(\left(X_{k+1}, X_{k+2}, \cdots\right) \in A \mid X_{k}\right) . \tag{2.4}
\end{equation*}
$$

If the state spaces and the transition probabilities do not depend on $n$, that is, $\mathfrak{S}_{n}=\mathfrak{S}$ and $\pi_{n, n+1}(x, \mathrm{~d} y)=$ $\pi(x, \mathrm{~d} y)$, then we call X a homogeneous Markov chain. Otherwise, X is called an inhomogeneous Markov chain. In this work, we are mainly interested in the inhomogeneous case.

Example 2.1 (Markov Chains with Finite State Spaces) These are Markov chains X with state spaces $\mathbb{S}_{n}=$ $\left\{1, \ldots, d_{n}\right\}, \mathscr{B}\left(\Im_{n}\right)=\left\{\right.$ all subsets of $\left.\Im_{n}\right\}$. In this case the transition probabilities are completely characterized by the rectangular stochastic matrices with entries $\pi_{x y}^{n}:=\pi_{n, n+1}(x,\{y\})\left(x=1, \ldots, d_{n} ; y=1, \ldots, d_{n+1}\right)$. The initial distribution is completely characterized by the probability vector $\pi_{x}:=\pi(\{x\})\left(x=1, \ldots, d_{n}\right)$.

Then $\mathbb{P}\left(X_{1}=x_{1}, \cdots, X_{n}=x_{n}\right)=\pi_{x_{1}} \pi_{x_{1} x_{2}}^{1} \pi_{x_{2} x_{3}}^{2} \cdots \pi_{x_{n-1} x_{n}}^{n-1}$. This leads to the following discrete version of (2.1):

$$
\mathbb{P}\left(X_{1} \in E_{1}, \cdots, X_{n} \in E_{n}\right)=\sum_{x_{1} \in E_{1}} \pi_{x_{1}} \sum_{x_{2} \in E_{2}} \pi_{x_{1} x_{2}}^{1} \cdots \sum_{x_{n} \in E_{n}} \pi_{x_{n-1} x_{n}}^{n-1}
$$

Example 2.2 (Markov Chains in Random Environment) Let $X$ denote a homogeneous Markov chain with state space $\mathfrak{\Im}$, transition probability $\pi(x, \mathrm{~d} y)$, and initial distribution concentrated at a point $x_{1}$. It is possible to view X as a model for the motion of a particle on $\subseteq$ as follows. At time 1 , the particle is located at $x_{1}$, and a particle at position $x$ will jump after one time step to a random location $y$, distributed like $\pi(x, \mathrm{~d} y)$ : $\mathbb{P}(y \in E)=\pi(x, E)$. With this interpretation, $X_{n}=$ the position of the particle at time $n$. The homogeneity of X is reflected in the fact that the law of motion which governs the jumps does not change in time.

Let us now refine the model, and add a dependence of the transition probabilities on an external parameter $\omega$, which we think of as "the environment." For example, $\omega$ could represent a external force field which affects the likelihood of various movements, and which can be modified by God or some other experimentalist. The transition probabilities become $\pi(x, \omega, \mathrm{~d} y)$.

Suppose the environment $\omega$ changes in time according to some deterministic rule. This is modeled by a $\operatorname{map} T: \Omega \rightarrow \Omega$, where $\Omega$ is the collection of all possible states of the environment, and $T$ is a deterministic law of motion which says that an environment at state $\omega$ will evolve after one unit of time to the state $T(\omega)$. Iterating we see that if the initial state of the environment at time zero was $\omega$, then its state at time $n$ will be $\omega_{n}=T^{n}(\omega)=(T \circ \cdots \circ T)(\omega)$.

Returning to our particle, we see that if the initial condition of the environment at time zero is $\omega$, then the transition probabilities at time $n$ are $\pi_{n, n+1}^{\omega}(x, \mathrm{~d} y)=\pi\left(x, T^{n}(\omega), \mathrm{d} y\right)$.

Thus each $\omega \in \Omega$ gives rise to an inhomogeneous Markov chain $\mathrm{X}^{\omega}$, which describes the Markovian dynamics of a particle, coupled to a changing environment.

If $T(\omega)=\omega$, the environment stays fixed, and the Markov chain is homogeneous, otherwise the Markov chain is inhomogeneous. We will return to Markov chains in random environment in chapter 9.

Example 2.3 (Markov Chains with Finite Memory) We can weaken the Markov property (2.2) by specifying that for some fixed $k_{0} \geq 1$, for all $E \in \mathscr{B}\left(\Im_{n+1}\right), \mathbb{P}\left(X_{n+1} \in E \mid X_{n}, \ldots, X_{1}\right)= \begin{cases}\mathbb{P}\left(X_{n+1} \in E \mid X_{n}, \ldots, X_{n-k_{0}+1}\right) & n>k_{0} ; \\ \mathbb{P}\left(X_{n+1} \in E \mid X_{n}, \ldots, X_{1}\right) & n \leq k_{0} .\end{cases}$

Stochastic processes like that are called "Markov chains with finite memory" (of length $k_{0}$ ). Markov chains with memory of length 1 are ordinary Markov chains. Markov chains with memory of length $k_{0}>1$ can be recast as ordinary Markov chains by considering the stochastic process $\widetilde{X}=\left\{\left(X_{n}, \ldots, X_{n+k_{0}-1}\right)\right\}_{n \geq 1}$ with its natural state spaces, initial distribution, and transition kernels.

Example 2.4 (A Non-Example) Every inhomogeneous Markov chain $X$ can be presented as a homogeneous Markov chain Y, but this is not very useful.

To obtain such a representation, recall that the state spaces of X are complete separable metric spaces $\mathfrak{\Im}_{i}$. As such, they are Borel isomorphic to $\mathbb{R}$, or to $\mathbb{Z}$, or to a finite set, or to a union of the above sets (see e.g. [187], §3). In any case the state spaces can be embedded in a Borel way into $\mathbb{R}$. Fix some Borel bi-measurable injections $\varphi_{i}: \mathbb{S}_{i} \hookrightarrow \mathbb{R}$. Let $Y_{n}=\left(\varphi_{n}\left(X_{n}\right), n\right)$. This is a new presentation of X.

We claim that Y is a homogeneous Markov chain.
Let $\delta_{\xi}$ denote the Dirac measure at $\xi$, defined by $\delta_{\xi}(E):=1$ when $E \ni \xi$ and $\delta_{\xi}(E):=0$ otherwise. Let $\mathfrak{\Xi}_{n}, \pi_{n, n+1}$ and $\pi$ denote the states spaces, transition probabilities, and initial distribution of $X$. Let $Z$ be the homogeneous Markov chain with state space $\mathbb{S}:=\mathbb{R} \times \mathbb{N}$, initial distribution $\widehat{\pi}:=\left(\pi \circ \varphi_{1}^{-1}\right) \times \delta_{1}$ (a measure on $\left.\mathfrak{S}_{1} \times\{1\}\right)$, and transition probabilities $\widehat{\pi}((x, n), A \times B)=\pi_{n, n+1}\left(\varphi_{n}^{-1}(x), \varphi_{n+1}^{-1}(A)\right) \delta_{n+1}(B)$, for $x \in \varphi_{n}\left(\mathfrak{S}_{n}\right)$. A direct calculation shows that the joint distribution $Z$ is equal to the joint distribution of $Y=\left\{\left(\varphi_{n}\left(X_{n}\right), n\right)\right\}_{n \geq 1}$. So $Y$ is a homogeneous Markov chain.

Such presentations will not be useful to us, because they destroy useful structures which are essential for our work on the local limit theorem. For example, they destroy the uniform ellipticity property, that we will discuss in $\$ 2.2$ below.

### 2.1.2 Inhomogeneous Markov Arrays

For technical reasons that we will explain later, it is useful to consider a generalization of a Markov chain, called a Markov array. To define a Markov array, we need the following data:

- Row Lengths: $k_{N}+1$ where $k_{N} \geq 1$ and $\left(k_{N}\right)_{N \geq 1}$ is strictly increasing.
- State Spaces: $\left(\Im_{n}^{(N)}, \mathscr{B}\left(\Im_{n}^{(N)}\right)\right),\left(1 \leq n \leq k_{N}+1\right)$, where $\Im_{n}^{(N)}$ is a complete separable metric space, and $\mathscr{B}\left(\Im_{n}^{(N)}\right)$ is its Borel $\sigma$-algebra.
- Transition Probabilities (or Transition Kernels): $\left\{\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)\right\}_{x \in \mathbb{E}_{n}^{(N)}}\left(1 \leq n \leq k_{N}\right)$, where $\pi_{n, n+1}^{(N)}$ are Borel probability measures on $\mathfrak{S}_{n+1}^{(N)}$, so that for every Borel $E \subset \mathcal{S}_{n+1}^{(N)}$, the function $x \mapsto \pi_{n, n+1}^{(N)}(x, E)$ is measurable.
- Initial Distributions: Borel probability measures $\pi^{(N)}(\mathrm{d} x)$ on $\mathfrak{S}_{1}^{(N)}$.

For each $N \geq 1$, this data determines a finite Markov chain of length $k_{N}+1: \mathrm{X}^{(N)}=\left(X_{1}^{(N)}, X_{2}^{(N)}, \ldots, X_{k_{N}+1}^{(N)}\right)$ called the $N$-th row of the array. These rows can be arranged in a triangular array

$$
\mathrm{X}=\left\{\begin{array}{l}
X_{1}^{(1)}, \ldots, X_{k_{1}+1}^{(1)} \\
X_{1}^{(2)}, \ldots, X_{k_{1}+1}^{(2)}, \ldots, X_{k_{2}+1}^{(2)} \\
X_{1}^{(3)}, \ldots, X_{k_{1}+1}^{(3)}, \ldots, X_{k_{2}+1}^{(3)}, \ldots, X_{k_{3}+1}^{(3)} \\
\quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right.
$$

Each row $\mathrm{X}^{(N)}$ comes equipped with a joint distribution, which depends on $N$. But no joint distribution on elements of different rows is specified.

We will continue to denote the joint probability distribution, expectation, and variance of $X^{(N)}$ by $\mathbb{P}, \mathbb{E}$, and Var. These objects depend on $N$, but the index $N$ can be suppressed, because it is always obvious from the context. As always, in cases when we wish to condition on the initial state $X_{1}^{(N)}=x$, we will write $\mathbb{P}_{x}$ and $\mathbb{E}_{x}$.

Example 2.5 (Markov Chains as Markov Arrays) Every Markov chain $\left\{X_{n}\right\}$ gives rise to a Markov array with row lengths $k_{N}=N+1$ and rows $X^{(N)}=\left(X_{1}, \ldots, X_{N+1}\right)$. In this case $\Im_{n}^{(N)}=\Im_{n}, \pi_{n, n+1}^{(N)}=\pi_{n, n+1}$, and $\pi^{(N)}=\pi$.

Conversely, any Markov array so that $\Theta_{n}^{(N)}=\Theta_{n}, \pi_{n, n+1}^{(N)}=\pi_{n, n+1}$, and $\pi^{(N)}=\pi$ determines a Markov chain with state spaces $\Im_{n}$, transition probabilities $\pi_{n, n+1}^{(N)}=\pi_{n, n+1}$, and initial distributions $\pi^{(N)}=\pi$.

Example 2.6 (Change of Measure) Suppose $\left\{X_{n}\right\}_{n \geq 1}$ is a Markov chain with data $\mathfrak{S}_{n}, \pi_{n, n+1}, \pi$, and let $\varphi_{n}^{(N)}(x, y)$ be a family of positive measurable functions on $\Im_{n} \times \Theta_{n+1}$ so that $\int \varphi_{n}^{(N)}(x, y) \pi_{n, n+1}(x, \mathrm{~d} y)<\infty$ for all $x, n$ and $N$. Let

$$
\pi_{n}^{(N)}(x, \mathrm{~d} y):=\frac{\varphi_{n}^{(N)}(x, y)}{\int \varphi_{n}^{(N)}(x, y) \pi_{n, n+1}(x, \mathrm{~d} y)} \pi_{n, n+1}(x, \mathrm{~d} y) .
$$

Then the data $k_{N}=N+1, \mathfrak{\Im}_{n}^{(N)}:=\Im_{n}, \pi^{(N)}:=\pi$ and $\pi_{n, n+1}^{(N)}$ determines a Markov array called the change of measure of $\left\{X_{n}\right\}$ with weights $\varphi_{n}^{(N)}$.

Why study Markov arrays? There are several reasons, and the one most pertinent to this work is the following: The theory of large deviations for Markov chains, relies on a change of measure which results in Markov arrays. Thus, readers who are only interested in local limit theorems for Markov chains in the local regime $\frac{z_{N}-\mathcal{E}\left(S_{N}\right)}{\sqrt{\operatorname{Var}\left(S_{N}\right)}} \rightarrow z$, may ignore the theory of arrays and limit their attention to Markov chains. But those who are also interested in the large deviations regime, where $\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\operatorname{Var}\left(S_{N}\right)}\right|$ is of order 1, will need the theory for Markov arrays.

### 2.1.3 Additive Functionals

An additive functional of a Markov chain with state spaces $\Theta_{n}$ is a sequence of measurable functions $f_{n}: \Xi_{n} \times \Xi_{n+1} \rightarrow \mathbb{R}$. The pair $\mathbf{X}=\left\{X_{n}\right\}, f=\left\{f_{n}\right\}$ determines a stochastic process

$$
S_{N}=f_{1}\left(X_{1}, X_{2}\right)+f_{2}\left(X_{2}, X_{3}\right)+\cdots+f_{N}\left(X_{n}, X_{N+1}\right) \quad(N \geq 1)
$$

We will often abuse terminology and call $\left\{S_{N}\right\}_{N \geq 1}$ an "additive functional" of X .
An additive functional of a Markov array $X$ with row lengths $k_{N}+1$ and state spaces $\Theta_{n}^{(N)}$ is an array of measurable functions $f_{n}^{(N)}: \Im_{n}^{(N)} \times \Im_{n+1}^{(N)} \rightarrow \mathbb{R}$ with row lengths $k_{N}$ :

$$
\mathrm{f}=\left\{\begin{array}{l}
f_{1}^{(1)}, \ldots, f_{k_{1}}^{(1)} \\
f_{1}^{(2)}, \ldots, f_{k_{1}}^{(2)}, \ldots, f_{k_{2}}^{(2)} \\
f_{1}^{(3)}, \ldots, f_{k_{1}}^{(3)}, \ldots, f_{k_{2}}^{(3)}, \ldots, f_{k_{3}}^{(3)} \\
\quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right.
$$

This determines a sequence of random variables $S_{N}=f_{1}^{(N)}\left(X_{1}^{(N)}, X_{2}^{(N)}\right)+f_{2}^{(N)}\left(X_{2}^{(N)}, X_{3}^{(N)}\right)+\cdot+f_{k_{N}}^{(N)}\left(X_{k_{N}}^{(N)}, X_{k_{N}+1}^{(N)}\right.$, $N \geq 1$, which we also refer to as an "additive functional." But be careful! This is not a stochastic process, because no joint distribution of $S_{1}, S_{2}, \ldots$ is specified.

Suppose $f, g$ are two additive functionals on $X$. For Markov chains $X$, we define, $f+g:=\left\{f_{n}+g_{n}\right\}$, $c \mathrm{f}:=\left\{c f_{n}\right\}, \quad|\mathrm{f}|:=\sup _{n}\left(\sup _{x, y}\left|f_{n}(x, y)\right|\right)$ and ess $\sup |\mathrm{f}|:=\sup _{n}\left(\operatorname{ess} \sup \left|f_{n}\left(X_{n}, X_{n+1}\right)\right|\right)$.

Similarly, if X is a Markov array with row lengths $k_{N}+1$, then we set

$$
\mathrm{f}+\mathrm{g}:=\left\{f_{n}^{(N)}+g_{n}^{(N)}\right\}, \quad c \mathrm{f}:=\left\{c f_{n}^{(N)}\right\}, \quad|\mathrm{f}|:=\sup _{N} \sup _{1 \leq n \leq k_{N}}\left(\sup _{x, y}\left|f_{n}^{(N)}(x, y)\right|\right),
$$

and ess sup $|\mathrm{f}|:=\sup _{N} \sup _{1 \leq n \leq k_{N}}\left(\operatorname{ess} \sup \left|f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)\right|\right)$.
The notation $|\mathrm{f}| \leq K$ a.s. will mean that ess sup $|\mathrm{f}| \leq K$ ( "a.s." stands for "almost surely"). An additive functional is called uniformly bounded if there is a constant $K$ such that $|\mathrm{f}| \leq K$, and uniformly bounded a.s. if $\exists K$ such that $|\mathrm{f}| \leq K$ a.s.

### 2.2 Uniform Ellipticity

### 2.2.1 The Definition

A Markov chain X with state spaces $\mathfrak{S}_{n}$ and transition probabilities $\pi_{n, n+1}(x, \mathrm{~d} y)$ is called uniformly elliptic, if there are Borel probability measures $\mu_{n}$ on $\Im_{n}$, Borel measurable functions $p_{n}: \Im_{n} \times \Im_{n+1} \rightarrow[0, \infty)$, and an ellipticity constant $0<\epsilon_{0}<1$ such that for all $n \geq 1$,
(a) $\pi_{n, n+1}(x, \mathrm{~d} y)=p_{n}(x, y) \mu_{n+1}(\mathrm{~d} y)$;
(b) $0 \leq p_{n} \leq 1 / \epsilon_{0}$;
(c) $\int_{\Im_{n+1}} p_{n}(x, y) p_{n+1}(y, z) \mu_{n+1}(\mathrm{~d} y)>\epsilon_{0}$.

We call $\mu_{n+1}(\mathrm{~d} y)$ background measures. Corollary 2.9 below says that if X is uniformly elliptic with some background measures, then it is uniformly elliptic with respect to the "natural" background measures $\mu_{n}(E)=$ $\mathbb{P}\left(X_{n} \in E\right)(n \geq 3)$.

The integral in (c) is the two-step transition probability $\mathbb{P}\left(X_{n+2}=z \mid X_{n}=x\right)$, and we will sometime call (c) a two-step ellipticity condition. For more general $\gamma$-step ellipticity conditions, see §2.4.

Example 2.7 (Doeblin Chains) These are Markov chains $X$ with state spaces $\mathbb{S}_{n}$ of bounded cardinality $\left|\Xi_{n}\right| \leq M<\infty$, and with transition probabilities $\pi_{x y}^{n}:=\pi_{n, n+1}(x,\{y\})$ such that
(1) $\exists \epsilon_{0}^{\prime}>0$ s.t. for all $n \geq 1$ and $(x, y) \in \Im_{n} \times \Im_{n+1}$, either $\pi_{x y}^{n}=0$ or $\pi_{x y}^{n}>\epsilon_{0}^{\prime}$;
(2) for all $n$, for all $(x, z) \in \Theta_{n} \times \Theta_{n+2}$, there exists $y \in \Theta_{n+1}$ such that $\pi_{x y}^{n} \pi_{y z}^{n+1}>0$.

Doeblin chains are uniformly elliptic: Take $\mu_{n}$ to be the uniform measure on $\Im_{n}$ and $p_{n}(x, y):=\pi_{x y}^{n} /\left|\Im_{n+1}\right|$. Then (a) is clear, (b) holds with any $\epsilon_{0}<1 / M$, and (c) holds with $\epsilon_{0}:=\left(\epsilon_{0}^{\prime} / M\right)^{2}$. Doeblin chains are named after W. Doeblin, who studied homogeneous countable Markov chains satisfying similar conditions.

Here is the formulation of the uniform ellipticity conditions for Markov arrays. A Markov array X with state spaces $\Im_{n}^{(N)}$, transition probabilities $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)$, and row lengths $k_{N}+1$ is called uniformly elliptic, if there exist Borel probability measures $\mu_{n}^{(N)}$ on $\mathfrak{S}_{n}^{(N)}$, Borel measurable functions $p_{n}^{(N)}: \mathfrak{S}_{n}^{(N)} \times \mathfrak{S}_{n+1}^{(N)} \rightarrow[0, \infty)$, and a constant $0<\epsilon_{0}<1$ as follows: For all $N \geq 1$ and $1 \leq n \leq k_{N}$,
(a) $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)=p_{n}^{(N)}(x, y) \mu_{n+1}^{(N)}(\mathrm{d} y) ;(\mathrm{b}) 0 \leq p_{n}^{(N)} \leq 1 / \epsilon_{0}$; (c) $\int_{\mathfrak{S}_{n+1}} p_{n}^{(N)}(x, y) p_{n+1}^{(N)}(y, z) \mu_{n+1}^{(N)}(\mathrm{d} y)>\epsilon_{0}$.

Proposition 2.8 If a Markov array X is uniformly elliptic with background measures $\mu_{n}^{(N)}$ and ellipticity constant $\epsilon_{0}$, then for every $3 \leq n \leq k_{N}+1<\infty$,

$$
\epsilon_{0} \leq \frac{\mathbb{P}\left(X_{n}^{(N)} \in E\right)}{\mu_{n}^{(N)}(E)} \leq \epsilon_{0}^{-1} \quad\left(E \in \mathscr{B}\left(\mathfrak{S}_{N}^{(N)}\right)\right)
$$

Proof We fix a row $N$, and drop the superscripts ${ }^{(N)}$. Define a probability measure on $\Im_{n}$ by $P_{n}(E)=\mathbb{P}\left(X_{n} \in E\right)$, then for every $1 \leq n<k_{N}$, for every bounded measurable $\varphi$ : $\Im_{n+2} \rightarrow \mathbb{R}$,

$$
\begin{aligned}
& \int \varphi \mathrm{d} P_{n+2}=\mathbb{E}\left(\varphi\left(X_{n+2}\right)\right)=\mathbb{E}\left[\mathbb{E}\left(\mathbb{E}\left(\varphi\left(X_{n+2}\right) \mid X_{n+1}, X_{n}\right) \mid X_{n}\right)\right]=\mathbb{E}\left[\mathbb{E}\left(\mathbb{E}\left(\varphi\left(X_{n+2}\right) \mid X_{n+1}\right) \mid X_{n}\right)\right] \quad(\because \text { Markov property }) \\
& =\iiint \varphi(z) \pi_{n+1, n+2}(y, \mathrm{~d} z) \pi_{n, n+1}(x, \mathrm{~d} y) P_{n}(\mathrm{~d} x) \\
& \text { So } \int \varphi \mathrm{d} P_{n+2}=\int \varphi(z)\left[\int\left(\int p_{n+1}(y, z) p_{n}(x, y) \mu_{n+1}(\mathrm{~d} y)\right) P_{n}(\mathrm{~d} x)\right] \mu_{n+2}(\mathrm{~d} z) . \text { The quantity in the square }
\end{aligned}
$$ brackets is bounded below by $\epsilon_{0}$ and bounded above by $\epsilon_{0}^{-1}$. So the measures $P_{n+2}, \mu_{n+2}$ are equivalent, and $\epsilon_{0} \leq \frac{\mathrm{d} P_{n+2}}{\mathrm{~d} \mu_{n+2}} \leq \epsilon_{0}^{-1}$.

Corollary 2.9 If a Markov array X is uniformly elliptic, then there are $\epsilon_{0}>0$ and $p_{n}^{(N)}(x, y)$ so that the uniform ellipticity conditions $(a),(b)$ and (c) hold with the background measures $\mu_{n}^{(N)}(E):=\mathbb{P}\left[X_{n}^{(N)} \in E\right]$ for $n \geq 3$.

Proof If X is uniformly elliptic with background measures $\mu_{n}^{(N)}$, then it is also uniformly elliptic with any other choice of background measures $\widehat{\mu}_{n}^{(N)}$ so that $C^{-1} \leq \mathrm{d} \widehat{\mu}_{n}^{(N)} / \mathrm{d} \mu_{n}^{(N)} \leq C$, with $C$ positive and independent of $n$ and $N$. The corollary follows from the previous proposition.

Corollary 2.10 Let X be a uniformly elliptic Markov chain with ellipticity constant $\epsilon_{0}$, and suppose Y is a Markov array obtained from X by the change of measure construction described in Example 2.6. If the weights satisfy $C^{-1} \leq \varphi_{n}^{(N)}(x, y) \leq C$ for all $n$ and $N$, then Y is uniformly elliptic with ellipticity constant $\epsilon_{0} / C^{4}$, and $\exists M=M\left(\epsilon_{0}, C\right)>1$ such that for all $N$ and $3 \leq n \leq N$,

$$
\begin{equation*}
M^{-1} \leq \frac{\mathbb{P}\left[Y_{n}^{(N)} \in E\right]}{\mathbb{P}\left[X_{n} \in E\right]} \leq M \tag{2.5}
\end{equation*}
$$

Proof Let $\pi_{n, n+1}(x, \mathrm{~d} y)$ be the transition probabilities of X . By assumption, $\pi_{n, n+1}(x, \mathrm{~d} y)=p_{n}(x, y) \mu_{n+1}(\mathrm{~d} y)$ where $p_{n}(x, y)$ satisfies the uniform ellipticity conditions. Then the transition probabilities of Y are given by

$$
\begin{equation*}
q_{n}^{(N)}(x, y) \mu_{n+1}(\mathrm{~d} y), \text { where } q_{n}^{(N)}(x, y):=\frac{p_{n}(x, y) \varphi_{n}^{(N)}(x, y)}{\int \varphi_{n}^{(N)}(x, z) \pi_{n, n+1}(x, \mathrm{~d} z)} \tag{2.6}
\end{equation*}
$$

Since $q_{n}^{(N)}(x, y)=C^{ \pm 2} p_{n}(x, y), \mathrm{Y}$ is uniformly elliptic with ellipticity constant $\epsilon_{0} / C^{4}$. (2.5) follows from (2.6) and Proposition 2.8.

Caution! The Radon-Nikodym derivative of the joint distributions of $\left(X_{3}, \ldots, X_{N}\right)$ and $\left(Y_{3}^{(N)}, \ldots, Y_{N}^{(N)}\right)$ need not be uniformly bounded as $N \rightarrow \infty$.

### 2.2.2 Contraction Estimates and Exponential Mixing

Suppose $\mathfrak{X}, \mathfrak{Y}$ are complete and separable metric spaces.
A transition kernel from $\mathfrak{X}$ to $\mathfrak{Y}$ is a family $\{\pi(x, \mathrm{~d} y)\}_{x \in \mathfrak{X}}$ of Borel probability measures on $\mathfrak{Y}$ so that $x \mapsto \pi(x, E)$ is measurable for all $E \subset \mathfrak{Y}$ ) Borel. A transition kernel $\{\pi(x, \mathrm{~d} y)\}_{x \in \mathfrak{X}}$ determines two Markov operators, one acting on measures and the other acting on functions. The action on measures takes a probability measure $\mu$ on $\mathfrak{X}$ and maps it to a probability measure on $\mathfrak{Y}$ via $\pi(\mu)(E):=\int_{\mathfrak{X}} \pi(x, E) \mu(\mathrm{d} x)$. The action on functions takes a bounded Borel function $u: \mathfrak{V}) \rightarrow \mathbb{R}$ and maps it to a bounded Borel function on $\mathfrak{X}$ via $\pi(u)(x)=\int_{\mathfrak{Y}} u(y) \pi(x, \mathrm{~d} y)$. We have a duality:

$$
\begin{equation*}
\int u(y) \pi(\mu)(\mathrm{d} y)=\int \pi(u)(x) \mu(\mathrm{d} x) \tag{2.7}
\end{equation*}
$$

Define the oscillation of a function $u: \mathfrak{Y} \rightarrow \mathbb{R}$ to be

$$
\begin{equation*}
\operatorname{Osc}(u):=\sup _{\left.y_{1}, y_{2} \in \mathfrak{Y}\right)}\left|u\left(y_{1}\right)-u\left(y_{2}\right)\right| . \tag{2.8}
\end{equation*}
$$

The contraction coefficient of $\{\pi(x, \mathrm{~d} y)\}_{x \in \mathfrak{X}}$ is

$$
\delta(\pi):=\sup \left\{\left|\pi\left(x_{1}, E\right)-\pi\left(x_{2}, E\right)\right|: x_{1}, x_{2} \in \mathfrak{X}, \quad E \in \mathscr{B}(\mathfrak{Y})\right\} .
$$

The total variation distance between two probability measures $\mu_{1}, \mu_{2}$ on $\mathfrak{X}$ is
$\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}:=\sup \left\{\left|\mu_{1}(A)-\mu_{2}(A)\right|: A \subset \mathfrak{X}\right.$ is measurable $\} \equiv \frac{1}{2} \sup \left\{\int w(x)\left(\mu_{1}-\mu_{2}\right)(\mathrm{d} x) \mid w: \mathfrak{X} \rightarrow[-1,1]\right.$ is measurable $\}$.
Caution! $\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}$ is actually one-half of the total variation of $\mu_{1}-\mu_{2}$, because it is equal to $\left(\mu_{1}-\mu_{2}\right)^{+}(\mathfrak{X})$ and to $\left(\mu_{1}-\mu_{2}\right)^{-}(\mathfrak{X})$, but not to

$$
|\mu|(\mathfrak{X})=\left(\mu_{1}-\mu_{2}\right)^{+}(\mathfrak{X})+\left(\mu_{1}-\mu_{2}\right)^{-}(\mathfrak{X}) .
$$

Lemma 2.11 (Contraction Lemma) Suppose $\mathfrak{X}, \mathfrak{Y}$ ) are complete and separable metric spaces, and $\{\pi(x, \mathrm{~d} y)\}_{x \in \mathfrak{X}}$ is a transition kernel from $\mathfrak{X}$ to $\mathfrak{Y}$ ). Then:
(a) $0 \leq \delta(\pi) \leq 1$.
(b) $\delta(\pi)=\sup \{\operatorname{Osc}[\pi(u)] \mid u: \mathfrak{Y} \rightarrow \mathbb{R}$ measurable, and $\operatorname{Osc}(u) \leq 1\}$.
(c) If 3 is a complete separable metric space, $\pi_{1}$ is a transition kernel from $\mathfrak{X}$ to $\mathfrak{Y}$, and $\pi_{2}$ is a transition kernel from $\mathfrak{Y}$ to $\mathfrak{Z}$, then $\delta\left(\pi_{1} \circ \pi_{2}\right) \leq \delta\left(\pi_{1}\right) \delta\left(\pi_{2}\right)$.
(d) $\operatorname{Osc}[\pi(u)] \leq \delta(\pi) \operatorname{Osc}(u)$ for every $u: \mathfrak{Y}) \rightarrow \mathbb{R}$ bounded and measurable.
(e) $\left\|\pi\left(\mu_{1}\right)-\pi\left(\mu_{2}\right)\right\|_{\mathrm{Var}} \leq \delta(\pi)\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}$ for all Borel probability measures $\mu_{1}, \mu_{2}$ on $\mathfrak{X}$.
(f) Suppose $\lambda$ is a probability measure on $\mathfrak{X} \times \mathfrak{Y}$ with marginals $\mu_{\mathfrak{X}}, \mu_{\mathfrak{Y}}$, and transition kernel $\{\pi(x, \mathrm{~d} y)\}$, i.e. $\lambda(E \times \mathfrak{Y})=\mu_{\mathfrak{F}}(E), \lambda(\mathfrak{F} \times E)=\mu_{\mathfrak{Y}}(E)$, and $\lambda(\mathrm{d} x, \mathrm{~d} y)=\pi(x, \mathrm{~d} y) \mu_{\mathfrak{F}}(\mathrm{d} x)$. Let $f \in L^{2}\left(\mu_{\mathfrak{F}}\right), g \in L^{2}\left(\mu_{\mathfrak{Y}}\right)$ be two elements with zero integral. Then $\left|\int_{\mathfrak{X} \times \mathfrak{Y})} f(x) g(y) \lambda(\mathrm{d} x, \mathrm{~d} y)\right| \leq \sqrt{\delta(\pi)}\|f\|_{L^{2}\left(\mu_{\mathfrak{x}}\right)}\|g\|_{L^{2}\left(\mu_{\mathfrak{Y}}\right)}$.
(g) Let $\lambda, \mu_{\mathfrak{F}}, \mu_{\mathfrak{Y}}$ and $\pi$ be as in $(f)$, and suppose $g \in L^{2}\left(\mu_{\mathfrak{Y}}\right)$ has integral zero, then $\pi(g) \in L^{2}\left(\mu_{\mathfrak{F}}\right)$ has integral zero, and $\|\pi(g)\|_{L^{2}\left(\mu_{\mathfrak{x}}\right)} \leq \sqrt{\delta(\pi)}\|g\|_{L^{2}\left(\mu_{\mathfrak{Y})}\right)}$.

Proof (a) is trivial. The inequality $\leq$ in (b) is because for every $E \in \mathscr{B}(\mathfrak{y}), u:=1_{E}$ satisfies $\operatorname{Osc}(u) \leq 1$. To see $\geq$, fix some $u: \mathfrak{Y} \rightarrow \mathbb{R}$ measurable such that $\operatorname{Osc}(u) \leq 1$. Suppose first that $u$ is a "simple function:" a measurable function with finitely many values. Then we can write $u=c+\sum_{i=1}^{m} \alpha_{i} 1_{A_{i}}$ where $c \in \mathbb{R},\left|\alpha_{i}\right| \leq \frac{1}{2} \operatorname{Osc}(u)$, and $A_{i}$ measurable and pairwise disjoint. For every pair of points $x_{1}, x_{2} \in \mathfrak{X}$,

$$
\begin{aligned}
& \left|\pi(u)\left(x_{1}\right)-\pi(u)\left(x_{2}\right)\right|=\left|\sum_{i=1}^{m} \alpha_{i}\left[\pi\left(x_{1}, A_{i}\right)-\pi\left(x_{2}, A_{i}\right)\right]\right| \\
& \leq\left|\sum_{\pi\left(x_{1}, A_{i}\right)>\pi\left(x_{2}, A_{i}\right)} \alpha_{i}\left[\pi\left(x_{1}, A_{i}\right)-\pi\left(x_{2}, A_{i}\right)\right]\right|+\mid \sum_{\pi\left(x_{1}, A_{i}\right)<\pi\left(x_{2}, A_{i}\right)}^{\sum_{i} \alpha_{i}\left[\pi\left(x_{1}, A_{i}\right)-\pi\left(x_{2}, A_{i}\right)\right] \mid} \\
& \quad \frac{1}{2} \operatorname{Osc}(u) \delta(\pi)+\frac{1}{2} \operatorname{Osc}(u) \delta(\pi)=\delta(\pi) \operatorname{Osc}(u) \leq \delta(\pi) \quad\left(\because A_{i} \text { are disjoint }\right)
\end{aligned}
$$

So $\operatorname{Osc}[\pi(u)] \leq \delta(\pi)$ for all simple functions $u$ with $\operatorname{Osc}(u) \leq 1$.
It follows that $\operatorname{Osc}[\pi(u)] \leq \delta(\pi)$ for all measurable $u$ s.t. $\operatorname{Osc}(u) \leq 1$. This proves (b).
Clearly, $(b) \Rightarrow(d) \Rightarrow(c)$. To see (e), we restrict to the non-trivial case $\mu_{1} \neq \mu_{2}$. Let $\mu:=\mu_{1}-\mu_{2}$, and decompose $\mu=\mu^{+}-\mu^{-}$where $\mu^{ \pm}$are singular positive measures (this is the Jordan decomposition). Since $\mu(\mathfrak{X})=0, \mu^{+}$and $\mu^{-}$have equal total mass, and $\mu^{ \pm}(\mathfrak{X})=\frac{1}{2}\left(\mu^{+}(\mathfrak{X})+\mu^{-}(\mathfrak{X})\right)=\frac{1}{2}|\mu|(\mathfrak{X}) \equiv\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}$. Let

$$
\widehat{\mu}_{1}:=\mu^{+} /\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}, \widehat{\mu}_{2}:=\mu^{-} /\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}, \widehat{\mu}:=\widehat{\mu}_{1}-\widehat{\mu}_{2}=\frac{\mu_{1}-\mu_{2}}{\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}}
$$

Note that $\widehat{\mu}_{1}$ and $\widehat{\mu}_{2}$ are probability measures.
For every non-constant measurable function $w: \mathfrak{Y} \rightarrow[-1,1]$,

$$
\begin{aligned}
& \frac{\frac{1}{2} \int_{\mathfrak{Y}} w(y) \pi(\mu)(\mathrm{d} y)}{\left\|\mu_{1}-\mu_{2}\right\|_{\mathrm{Var}}}=\frac{1}{2} \int_{\mathfrak{Y}} w\left(y_{1}\right) \pi\left(\widehat{\mu}_{1}\right)\left(\mathrm{d} y_{1}\right)-\int_{\mathfrak{Y}} w\left(y_{2}\right) \pi\left(\widehat{\mu}_{2}\right)\left(\mathrm{d} y_{2}\right) \\
& =\frac{1}{2} \int_{\mathfrak{X}} \pi(w)\left(x_{1}\right) \widehat{\mu}_{1}\left(\mathrm{~d} x_{1}\right)-\int_{\mathfrak{X}} \pi(w)\left(x_{2}\right) \widehat{\mu}_{2}\left(\mathrm{~d} x_{2}\right), \text { see }(2.7) \\
& =\frac{1}{2} \int_{\mathfrak{X}} \int_{\mathfrak{X}}\left[\pi(w)\left(x_{1}\right)-\pi(w)\left(x_{2}\right)\right] \widehat{\mu}_{1}\left(\mathrm{~d} x_{1}\right) \widehat{\mu}_{2}\left(\mathrm{~d} x_{2}\right), \text { because } \widehat{\mu}_{i}(\mathfrak{X})=1, \\
& \leq \frac{1}{2} \delta(\pi) \operatorname{Osc}(w) \leq \delta(\pi), \text { by (b) and because Osc}(w) \leq 2\|w\|_{\infty} \leq 2
\end{aligned}
$$

Passing to the supremum over all $w(y)$ gives part (e).
Part (f) is the content of Lemma 4.1 in [181]. We reproduce the proof given there.
Consider the $\sigma$-algebra $\mathscr{G}:=\{\mathfrak{X} \times E: E \subset \mathfrak{Y}$ is measurable $\}$, then $\mathscr{G}$ represents the information on the $\mathfrak{Y}$-coordinate of $(x, y) \in \mathfrak{X} \times \mathfrak{Y}$.

Let $\widetilde{\pi}_{y}$ be a measurable family of conditional probabilities given $\mathscr{G}$, i.e. $\widetilde{\pi}_{y}$ is a probability measure on $\mathfrak{X} \times\{y\}$, $y \mapsto \int f \mathrm{~d} \widetilde{\pi}_{y}$ is Borel for every Borel function $f: \mathfrak{X} \times \mathfrak{Y} \rightarrow[0,1], \lambda=\int_{\mathfrak{E} \times \mathfrak{Y})} \tilde{\pi}_{y} \mathrm{~d} \lambda$, and for every $\lambda$-absolutely integrable $f(x, y), \mathbb{E}_{\lambda}(f(x, y) \mid \mathscr{G})(y)=\int_{\mathfrak{X}} f \mathrm{~d} \tilde{\pi}_{y} \lambda$-a.e.

We may identify $\tilde{\pi}_{y}$ with a probability measure $\widehat{\pi}(y, \mathrm{~d} x)$ on $\mathfrak{X}$ defined by $\widehat{\pi}(y, E)=\widetilde{\pi}_{y}(E \times\{y\})(E \subset \mathfrak{X}$ Borel $)$.

It is useful to think of $\widehat{\pi}(y, \mathrm{~d} x)$ as the transition kernel "which goes the opposite way" to $\pi(x, \mathrm{~d} y)$. Indeed, if $\pi(x, \mathrm{~d} y)$ is the transition probability of a Markov chain $\left\{X_{n}\right\}$ from $n$ to $n+1$, and $\lambda$ is the joint distribution of $\left(X_{n}, X_{n+1}\right)$, then $\widehat{\pi}(y, \mathrm{~d} x)$ is the transition probability from $n+1$ to $n$, i.e. $\widehat{\pi}(y, E)=\mathbb{P}\left(X_{n} \in E \mid X_{n+1}=y\right)$.

The operators $\pi: L^{2}\left(\mu_{\mathfrak{Y}}\right) \rightarrow L^{2}\left(\mu_{\mathfrak{X}}\right)$ and $\widehat{\pi}: L^{2}\left(\mu_{\mathfrak{F}}\right) \rightarrow L^{2}\left(\mu_{\mathfrak{Y}}\right)$ are dual to one another, because $\int_{\mathfrak{X}} f(x) \pi(g)(x) \mathrm{d} \mu_{\mathfrak{X}}(x)$ and $\int_{\mathfrak{Y}} \widehat{\pi}(f)(y) g(y) \mathrm{d} \mu_{\mathfrak{Y}}(y)$ are both equal to $\iint f(x) g(y) \lambda(\mathrm{d} x, \mathrm{~d} y)$.

CLAIM: $Q:=\pi \circ \widehat{\pi}: L^{2}\left(\mu_{\mathfrak{F}}\right) \rightarrow L^{2}\left(\mu_{\mathfrak{F}}\right)$ is self-adjoint, $Q$ preserves the linear subspace $L_{0}^{2}\left(\mu_{\mathfrak{F}}\right):=\left\{f \in L^{2}\left(\mu_{\mathfrak{F}}\right):\right.$ $\left.\int f \mathrm{~d} \mu_{\mathfrak{X}}=0\right\}$, and the spectral radius of $Q: L_{0}^{2} \rightarrow L_{0}^{2}$ is at most $\delta(Q)$.
Proof of the Claim: $Q$ is self adjoint, because $Q^{*}=(\pi \widehat{\pi})^{*}=\widehat{\pi}^{*} \pi^{*}=\pi \widehat{\pi}=Q$.
It is useful to notice that $Q$ is given by $(Q f)(x)=\int_{\mathfrak{X}} f\left(x^{\prime}\right) Q\left(x, \mathrm{~d} x^{\prime}\right)$ where $Q(x, E)$ is the probability measure on $\mathfrak{X}$ given by $Q(x, E)=\int \widehat{\pi}(y, E) \pi(x, \mathrm{~d} y) . Q\left(x, \mathrm{~d} x^{\prime}\right)$ is a transition probability from $\mathfrak{X}$ to $\mathfrak{X}$. Notice that $Q\left(\mu_{\mathfrak{X}}\right)=\mu_{\mathfrak{X}}$ :

$$
\begin{aligned}
& \left(Q \mu_{\mathfrak{X}}\right)(E)=\int_{\mathfrak{X}} Q(x, E) \mu_{\mathfrak{X}}(\mathrm{d} x)=\int_{\mathfrak{X}} \int_{\mathfrak{Y}\}} \mu_{\mathfrak{X}}(\mathrm{d} x) \pi(x, \mathrm{~d} y) \widetilde{\pi}_{y}(E \times\{y\}) \\
& =\int_{\mathfrak{X} \times \mathfrak{Y}} \widetilde{\pi}_{y}(E \times\{y\}) \lambda(\mathrm{d} x, \mathrm{~d} y)=\int_{\mathfrak{X} \times \mathfrak{Y}} \tilde{\pi}_{y}(E \times \mathfrak{Y}) \mathrm{d} \lambda=\lambda(E \times \mathfrak{Y})=\mu_{\mathfrak{X}}(E) .
\end{aligned}
$$

Thus, for all $f \in L^{2}\left(\mu_{\mathfrak{F}}\right), \int Q f \mathrm{~d} \mu_{\mathfrak{X}}=\int f \mathrm{~d}\left(Q \mu_{\mathfrak{F}}\right)=\int f \mathrm{~d} \mu_{\mathfrak{X}}$. It follows that $Q: L^{2}\left(\mu_{\mathfrak{F}}\right) \rightarrow L^{2}\left(\mu_{\mathfrak{F}}\right)$ preserves the linear space $L_{0}^{2}$.

For every $\varphi \in L_{0}^{2} \cap L^{\infty},\|\varphi\|_{\infty} \leq \operatorname{Osc}(\varphi)$. Since $Q$ preserves $L_{0}^{2} \cap L^{\infty}$, for every $f$ in this space, we have by parts (c) and (d) that

$$
\begin{equation*}
\left\|Q^{n} f\right\|_{2} \leq\left\|Q^{n} f\right\|_{\infty} \leq \operatorname{Osc}\left(Q^{n} f\right) \leq \delta(Q)^{n} \operatorname{Osc}(f) \tag{2.9}
\end{equation*}
$$

This implies that the spectral radius of $Q: L_{0}^{2} \rightarrow L_{0}^{2}$ is less than or equal to $\delta(Q)$. Otherwise there is an $L_{0}^{2}$-function, part of whose spectral decomposition corresponds to the part of the spectrum outside $\{\lambda \in \mathbb{R}:|\lambda| \leq \delta(Q)+\epsilon\}$ (self-adjoint operators have real spectrum). Any sufficiently close $L_{0}^{2} \cap L^{\infty}$-function would have components with similar properties; but the existence of such components is inconsistent with (2.9). The proof of the claim is complete.
$Q: L_{0}^{2} \rightarrow L_{0}^{2}$ is a self-adjoint, with spectral radius at most $\delta(Q)$, so for all $f \in L_{0}^{2}\left(\mu_{\mathfrak{F}}\right),\langle Q(f), f\rangle_{L_{0}^{2}} \leq$ $\delta(Q)\|f\|_{L_{0}^{2}}^{2}$, and

$$
\|\widehat{\pi}(f)\|_{L_{0}^{2}\left(\mu_{\mathfrak{Y}}\right)}^{2}=\langle\widehat{\pi}(f), \widehat{\pi}(f)\rangle_{L_{0}^{2}\left(\mu_{\mathfrak{Y}}\right)}=\langle Q(f), f\rangle_{L_{0}^{2}\left(\mu_{\mathfrak{x}}\right)} \leq \delta(Q)\|f\|_{L_{0}^{2}\left(\mu_{\mathfrak{z}}\right)}^{2}
$$

We can now prove (f). Fix $f \in L_{0}^{2}\left(\mu_{\mathfrak{F}}\right), g \in L_{0}^{2}\left(\mu_{\mathfrak{Y}}\right)$, then

$$
\begin{aligned}
& \left|\int_{\mathfrak{X} \times \mathfrak{Y}} f(x) g(y) \lambda(\mathrm{d} x, \mathrm{~d} y)\right|=\left|\int_{\mathfrak{Y}} \mu_{\mathfrak{Y}}(\mathrm{d} y) \int_{\mathfrak{X}} \widehat{\pi}(y, \mathrm{~d} x) f(x) g(y)\right|=\langle\widehat{\pi}(f), g\rangle_{L^{2}\left(\mu_{\mathfrak{Y}}\right)} \\
& \leq\|\widehat{\pi}(f)\|_{2}\|g\|_{2} \leq \sqrt{\delta(Q)}\|f\|_{2}\|g\|_{2}, \text { as stated in (f). }
\end{aligned}
$$

If $g \in L_{0}^{2}\left(\mu_{\mathfrak{Y}}\right)$, then $\int \pi(g) \mathrm{d} \mu_{\mathfrak{X}}=\iint g(y) \mu_{\mathfrak{X}}(\mathrm{d} x) \pi(x, \mathrm{~d} y)=\iint g(y) \lambda(\mathrm{d} x, \mathrm{~d} y)=\int g(y) \mu_{\mathfrak{Y}}(\mathrm{d} y)=0$.
Substituting $f:=\pi(g)$ in (f) and noting that $\int \pi(g)(x) g(y) \lambda(d x, d y)=\int(\pi(g))^{2}(x) d \mu_{\mathfrak{F}}(d x)=\|\pi(g)\|_{2}^{2}$, we obtain (g).

We now return to the setup of Markov arrays and consider the following two-step transition probabilities

$$
\pi_{n, n+2}^{(N)}(x, E):=\int \pi_{n+1, n+2}^{(N)}(y, E) \pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)
$$

defined for $1 \leq n \leq k_{N}-1, x \in \mathcal{S}_{n}^{(N)}$, and $E \in \mathscr{B}\left(\Theta_{n+2}^{(N)}\right.$. The uniform ellipticity condition gives the following uniform bound for $\delta\left(\pi_{n, n+2}^{(N)}\right)$ :
Lemma 2.12 Let X be a uniformly elliptic Markov array with ellipticity coefficient $\epsilon_{0}$. Then $\sup _{N} \sup _{1 \leq n<k_{N}} \delta\left(\pi_{n, n+2}^{(N)}\right) \leq$ $1-\epsilon_{0}$. Similarly for Markov chains.
Proof We fix $N$ and drop the superscripts ${ }^{(N)}$.
Uniform ellipticity implies that $\pi_{n, n+2}(x, \mathrm{~d} y) \ll \mu_{n+2}(\mathrm{~d} y)$ and that the Radon-Nikodym density is bounded from below by $\epsilon_{0}$. This allows us to find a transition kernel $\widehat{\pi}_{n, n+1}(x, \mathrm{~d} y)$ such that

$$
\begin{equation*}
\pi_{n, n+2}(x, \mathrm{~d} y)=\epsilon_{0} \mu_{n+2}(\mathrm{~d} y)+\left(1-\epsilon_{0}\right) \widehat{\pi}_{n, n+2}(x, \mathrm{~d} y) . \tag{2.10}
\end{equation*}
$$

Note that the first term does not depend on $x$.
Let $u: \mathfrak{S}_{n+2} \rightarrow \mathbb{R}$ be a measurable function with $\operatorname{Osc}(u) \leq 1$, then we can write $u(\cdot)=c+w(\cdot)$, where $c$ is a constant and $\|w\|_{\infty} \leq \frac{1}{2}$. A direct calculation shows that

$$
\begin{aligned}
& \left|\int_{ভ_{n}} u(z) \pi_{n, n+2}\left(x_{1}, \mathrm{~d} z\right)-\int_{\Im_{n}} u(z) \pi_{n, n+2}\left(x_{2}, \mathrm{~d} z\right)\right|=\left|\int_{\Im_{n}} w(z) \pi_{n, n+2}\left(x_{1}, \mathrm{~d} z\right)-\int_{\Im_{n}} w(z) \pi_{n, n+2}\left(x_{2}, \mathrm{~d} z\right)\right|= \\
& \left(1-\epsilon_{0}\right)\left|\int_{\Im_{n}} w(z) \widehat{\pi}_{n, n+2}\left(x_{1}, \mathrm{~d} z\right)-\int_{\Im_{n}} w(z) \widehat{\pi}_{n, n+2}\left(x_{2}, \mathrm{~d} z\right)\right| \leq\left(1-\epsilon_{0}\right)\|w\|_{\infty}\left[\pi_{n, n+2}\left(x_{1}, \Im_{n+2}\right)+\pi_{n, n+2}\left(x_{2}, \Im_{n+2}\right)\right] \leq 1-\epsilon_{0} . \square
\end{aligned}
$$

Proposition 2.13 Let X be a uniformly elliptic Markov array with row lengths $k_{N}+1$. Then there exist $\theta \in(0,1)$ and $C_{m i x}>0$, which only depend on the ellipticity constant $\epsilon_{0}$, as follows. Suppose $h_{n}^{(N)}(x, y)$ are measurable functions on $\mathfrak{S}_{n}^{(N)} \times \mathfrak{S}_{n+1}^{(N)}$, and let $h_{n}^{(N)}:=h_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)$, then:
(1) If $h_{n}^{(N)}$ is bounded and $\mathbb{E}\left(h_{n}^{(N)}\right)=0$, then for all $1 \leq m<n \leq k_{N}$,

$$
\begin{equation*}
\left\|\mathbb{E}\left(h_{n}^{(N)} \mid X_{m}^{(N)}\right)\right\|_{\infty} \leq C_{m i x} \theta^{n-m}\left\|h_{n}^{(N)}\right\|_{\infty} . \tag{2.11}
\end{equation*}
$$

(2) If $\operatorname{Var}\left(h_{n}^{(N)}\right), \operatorname{Var}\left(h_{m}^{(N)}\right)<\infty$ and $\mathbb{E}\left(h_{n}^{(N)}\right), \mathbb{E}\left(h_{m}^{(N)}\right)=0$, then for all $1 \leq m<n \leq k_{N}$,

$$
\begin{align*}
& \left\|\mathbb{E}\left(h_{n}^{(N)} \mid X_{m}^{(N)}\right)\right\|_{2} \leq C_{m i x} \theta^{n-m}\left\|h_{n}^{(N)}\right\|_{2}  \tag{2.12}\\
& \left|\mathbb{E}\left(h_{m}^{(N)} h_{n}^{(N)}\right)\right| \leq C_{m i x} \theta^{n-m}\left\|h_{m}^{(N)}\right\|_{2}\left\|h_{n}^{(N)}\right\|_{2} \tag{2.13}
\end{align*}
$$

The analogous statements hold for Markov chains.
Proof We fix $N$ and drop the superscripts ${ }^{(N)}$. Let $w_{n, k}\left(X_{k}\right):=\mathbb{E}\left(h_{n} \mid X_{k}\right)(k<n)$. Then $\pi_{k-1, k}\left(w_{n, k}\right)=w_{n, k-1}$, because

$$
\begin{aligned}
& \pi_{k-1, k}\left(w_{n, k}\right)\left(X_{k-1}\right)=\int w_{n, k}(y) \pi_{k-1, k}\left(X_{k-1}, \mathrm{~d} y\right)=\mathbb{E}\left[w_{n, k}\left(X_{k}\right) \mid X_{k-1}\right]=\mathbb{E}\left[\mathbb{E}\left(h_{n} \mid X_{k}\right) \mid X_{k-1}\right] \\
& \stackrel{!}{=} \mathbb{E}\left[\mathbb{E}\left(h_{n} \mid X_{k}, X_{k-1}, \ldots, X_{1}\right) \mid X_{k-1}\right],=\mathbb{E}\left(h_{n} \mid X_{k-1}\right)=w_{n, k-1}\left(X_{k-1}\right) \quad \text { (! follows by the Markov property) }
\end{aligned}
$$

Hence $w_{n, m}\left(X_{m}\right)=\left(\pi_{m, m+1} \circ \cdots \circ \pi_{n-1, n}\right)\left(w_{n, n}\right)\left(X_{m}\right)$.
By the previous lemmas, $\operatorname{Osc}\left[w_{n, m}\right] \leq\left(1-\epsilon_{0}\right)^{\left\lfloor\frac{n-m}{2}\right\rfloor} \operatorname{Osc}\left[w_{n, n}\right]$. Notice that for every bounded measurable function $v,\|v\|_{\infty} \leq|\mathbb{E}(v)|+\operatorname{Osc}(v)$. Since by assumption $\mathbb{E}\left(w_{n, m}\left(X_{m}\right)\right)=\mathbb{E}\left(h_{n}\right)=0$,

$$
\left\|\mathbb{E}\left(h_{n} \mid X_{m}\right)\right\|_{\infty}=\left\|w_{n, m}\left(X_{m}\right)\right\|_{\infty} \leq\left(1-\epsilon_{0}\right)^{\left\lfloor\frac{n-m}{2}\right\rfloor} \operatorname{Osc}\left[w_{n, n}\right] .
$$

Since $\operatorname{Osc}\left[w_{n, n}\right] \leq 2\left\|w_{n, n}\right\|_{\infty} \leq 2\left\|h_{n}\right\|_{\infty}$, (2.11) follows.
(2.12) can be proved in the same way, using Lemma 2.11(g).

By the Markov property, $\mathbb{E}\left(h_{m} h_{n}\right)=\mathbb{E}\left[\mathbb{E}\left(h_{m} h_{n} \mid X_{m}, X_{m+1}\right)\right]=\mathbb{E}\left[h_{m} \mathbb{E}\left(h_{n} \mid X_{m+1}\right)\right]$. So
$\left|\mathbb{E}\left(h_{m} h_{n}\right)\right| \leq\left\|h_{m}\right\|_{2}\left\|\mathbb{E}\left(h_{n} \mid X_{m+1}\right)\right\|_{2}$, and $(2.12) \Rightarrow(2.13)$, perhaps with a bigger $C_{m i x}$.

Lemma 2.14 Suppose $f$ is a uniformly bounded additive functional of a uniformly elliptic Markov array X. There is a constant $C$ which only depends on the ellipticity constant of X such that $\forall\left\{\ell_{N}\right\}$, if $h_{\ell_{N}}^{(N)}$ are uniformly bounded measurable functions on $\mathfrak{S}_{\ell_{N}}^{(N)} \times \mathfrak{S}_{\ell_{N+1}}^{(N)}$, and ess sup $\left|h_{\ell_{N}}^{(N)}\right| \leq L$, then
$\operatorname{Cov}\left(S_{N}, h_{\ell_{N}}^{(N)}\left(X_{\ell_{N}}^{(N)}, X_{\ell_{N+1}}^{(N)}\right)\right) \leq C L$ ess sup $|\mathrm{f}|$.
Proof Write $\operatorname{Cov}\left(S_{N}, h_{\ell_{N}}^{(N)}\right)=\sum_{n=1}^{k_{N}} \operatorname{Cov}\left(f_{n}^{(N)}, h_{\ell_{N}}^{(N)}\right)$ and use (2.13).

### 2.2.3 Bridge Probabilities

We would like to define "the distribution of $X_{n}^{(N)}$ given $X_{n-1}^{(N)}=x$ and $X_{n+1}^{(N)}=z$ " for every (not just almost every) $x, z$.

Suppose X is uniformly elliptic, and write $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)=p_{n}^{(N)}(x, y) \mu_{n+1}^{(N)}(\mathrm{d} y)$, with $p_{n}^{(N)}$ and $\mu_{n}^{(N)}$ as in the definition of uniform ellipticity.

Then $Z_{n}^{(N)}(x, z):=\int_{\mathfrak{S}_{n+1}^{(N)}} p_{n}^{(N)}(x, y) p_{n+1}^{(N)}(y, z) \mu_{n+1}^{(N)}(\mathrm{d} y)>\epsilon_{0}>0$, and we can define a measure on $\mathfrak{S}_{n+1}^{(N)}$ by

$$
\mathbb{P}\left(E \left\lvert\, \begin{array}{l}
X_{n}^{(N)}=x  \tag{2.14}\\
X_{n+2}^{(N)}=z
\end{array}\right.\right):=\frac{1}{Z_{n}^{(N)}(x, z)} \int_{E} p_{n}^{(N)}(x, y) p_{n+1}^{(N)}(y, z) \mu_{n+1}^{(N)}(\mathrm{d} y)
$$

Lemma 2.15 Let $\psi_{E}(x, z)$ denote the right-hand-side of (2.14), then

$$
\psi_{E}\left(X_{n}^{(N)}, X_{n+2}^{(N)}\right)=\mathbb{P}\left(X_{n+1}^{(N)} \in E \mid X_{n}^{(N)}, X_{n+2}^{(N)}\right) \mathbb{P} \text {-almost everywhere. }
$$

Proof We fix $N$ and drop the superscripts ${ }^{(N)}$.
Clearly $\psi_{E}\left(X_{n}, X_{n+2}\right)$ is measurable with respect to the $\sigma$-algebra generated by $X_{n}, X_{n+2}$. To prove the lemma, we need to check that for every bounded measurable function $\varphi$ on $\Im_{n} \times \Im_{n+2}, \mathbb{E}\left[\left(\varphi \psi_{E}\right)\left(X_{n}, X_{n+2}\right)\right]=$ $\mathbb{E}\left[\varphi\left(X_{n}, X_{n+2}\right) 1_{E}\left(X_{n+1}\right)\right]$.

Let $P_{n}$ denote the measure $P_{n}\left(E^{\prime}\right)=\mathbb{P}\left(X_{n} \in E^{\prime}\right)$, then
$\mathbb{E}\left[\left(\varphi \psi_{E}\right)\left(X_{n}, X_{n+2}\right)\right]=\iiint \varphi(x, z) \frac{\int p_{n}\left(x, y^{\prime}\right) p_{n}\left(y^{\prime}, z\right) 1_{E}\left(y^{\prime}\right) \mu_{n+1}\left(\mathrm{~d} y^{\prime}\right)}{Z_{n}(x, z)} p_{n}(x, y) p_{n+1}(y, z) P_{n}(\mathrm{~d} x) \mu_{n+1}(\mathrm{~d} y) \mu_{n+2}(\mathrm{~d} z)$.
After integrating out $y$, we are left with the triple integral $\iiint \varphi(x, z) 1_{E}\left(y^{\prime}\right) p\left(x, y^{\prime}\right) p_{n}\left(y^{\prime}, z\right) P_{n}(\mathrm{~d} x) \mu_{n+1}\left(\mathrm{~d} y^{\prime}\right) \mu_{n+2}(\mathrm{~d} z)$, which equals $\mathbb{E}\left[\varphi\left(X_{n}, X_{n+2}\right) 1_{E}\left(X_{n+1}\right)\right]$.

The lemma does not "prove" (2.14): Conditional probabilities are only defined almost everywhere; but the point of (2.14) is that it makes sense for all $x, z$.

Motivated by Lemma 2.15, we call (2.14) the bridge distribution of $X_{n+1}^{(N)}$ given that $X_{n}^{(N)}=x$ and $X_{n+2}^{(N)}=z$.
The "bridge" $x \rightarrow E \rightarrow z$ in (2.14) has length 2. It is easy to extend the definition to bridges of length $m \geq 3$. Suppose $1 \leq n \leq n+m \leq k_{N}+1$, and let

$$
\begin{align*}
& \mathfrak{S}_{n, m}^{(N)}:=\mathfrak{S}_{n}^{(N)} \times \cdots \times \mathfrak{S}_{n+m}^{(N)},  \tag{2.15}\\
& \mu_{n, m}^{(N)}:=\mu_{n}^{(N)} \times \cdots \times \mu_{n+m}^{(N)}, \tag{2.16}
\end{align*}
$$

$$
\begin{gather*}
p_{n, m}^{(N)}\left(x_{n}, \ldots, x_{n+m}\right):=\prod_{i=0}^{m-1} p_{n+i}^{(N)}\left(x_{n+i}, x_{n+i+1}\right),  \tag{2.17}\\
p_{n}^{(N)}\left(x_{n} \rightarrow x_{n+m}\right):=\int_{\mathbb{S}_{n+1, m-2}^{(N)}} p_{n, m}^{(N)}\left(x_{n}, \xi_{n+1}, \ldots, \xi_{n+m-1}, x_{n+m}\right) \mathrm{d} \mu_{n+1, m-2}^{(N)}, \tag{2.18}
\end{gather*}
$$

where the integration is over $\left(\xi_{n+1}, \ldots, \xi_{n+m-1}\right)$.
Note that $p_{n}^{(N)}\left(x_{n} \rightarrow x_{n+m}\right)$ is the density of $\mathbb{P}\left[X_{n+m}^{(N)}=\mathrm{d} x_{n+m} \mid X_{n}^{(N)}=x_{n}\right]$ with respect to $\mu_{n+m}^{(N)}$. By uniform ellipticity, $p_{n}^{(N)}\left(x_{n} \rightarrow x_{n+m}\right) \leq \epsilon_{0}^{-m}$, and

$$
\begin{align*}
& p_{n}^{(N)}\left(x_{n} \rightarrow x_{n+m}\right)=\int_{\mathbb{E}_{n+1, m-2}^{(N)}} \mathrm{d} \mu_{n+1, m-3}^{(N)}\left[p_{n, m-2}^{(N)}\left(x_{n}, \xi_{n+1}, \ldots, \xi_{n+m-2}\right) \times\right. \\
& \left.\times \int_{\mathscr{E}_{n+m-1}^{(N)}} p\left(\xi_{n+m-2}, \xi_{n+m-1}\right) p\left(\xi_{n+m-1}, x_{n+m}\right) \mu_{n+m-1}^{(N)}\left(\mathrm{d} \xi_{n+m-1}\right)\right] \geq \epsilon_{0} . \tag{2.19}
\end{align*}
$$

Since $p_{n}^{(N)}\left(x_{n} \rightarrow x_{n+m}\right) \neq 0$, we can define the bridge distribution of $X_{n+1}^{(N)}$ given that $X_{n}^{(N)}=x_{n}$ and $X_{n+m}^{(N)}=z_{n+m}$ to be the measure on $\Theta_{n+1, m-2}^{(N)}$, given by

$$
\mathbb{P}\left(\begin{array}{ll}
E & \begin{array}{l}
X_{n}^{(N)}=x_{n} \\
X_{n+m}^{(N)}=z_{n+m}
\end{array} \tag{2.20}
\end{array}\right):=\frac{1}{p_{n}^{(N)}\left(x_{n} \rightarrow z_{n+m}\right)} \int_{E} p_{n, m}^{(N)}\left(x_{n}, \xi_{n+1}, \ldots, \xi_{n+m-1}, z_{n+m}\right) \mathrm{d} \mu_{n+1, m-2}^{(N)}
$$

where the integration is over $\left(\xi_{n+1}, \ldots \xi_{n+m-1}\right)$.
Again, this agrees a.s. with $\mathbb{E}\left(1_{E} \mid X_{n}^{(N)}, X_{n+m}^{(N)}\right)\left(x_{n}, z_{n+m}\right)$. But unlike the conditional expectation, (2.20) makes sense globally, and pointwise, and is not just an $L^{1}$-equivalence class.

### 2.3 Structure Constants

Throughout this section we assume that f is an additive functional on a uniformly elliptic Markov array X with row lengths $k_{N}+1$, state spaces $\Im_{n}^{(N)}$, and transition probabilities $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)=p_{n}^{(N)}(x, y) \mu_{n+1}^{(N)}(\mathrm{d} y)$, as in the ellipticity condition. By Corollary 2.9 , we may assume that $\mu_{n}^{(N)}(E)=P_{n}(E):=\mathbb{P}\left(X_{n}^{(N)} \in E\right)$ for $n \geq 3$.

### 2.3.1 Hexagons

A Level $\boldsymbol{N}$ hexagon at position $\mathbf{3} \leq \boldsymbol{n} \leq \boldsymbol{k}_{\boldsymbol{N}}$ is 6-tuple $\left(x_{n-2} ; \begin{array}{l}x_{n-1}, \\ y_{n-1}\end{array}, \begin{array}{l}x_{n} \\ y_{n}\end{array} ; y_{n+1}\right)$ where $x_{i}, y_{i} \in \mathfrak{\Im}_{i}^{(N)}$. A hexagon is admissible if

$$
p_{n-2}^{(N)}\left(x_{n-2}, x_{n-1}\right) p_{n-1}^{(N)}\left(x_{n-1}, x_{n}\right) p_{n}^{(N)}\left(x_{n}, y_{n+1}\right) \neq 0, \quad p_{n-2}^{(N)}\left(x_{n-2}, y_{n-1}\right) p_{n-1}^{(N)}\left(y_{n-1}, y_{n}\right) p_{n}^{(N)}\left(y_{n}, y_{n+1}\right) \neq 0
$$

Admissible hexagons exist because of uniform ellipticity. The hexagon spaces are the spaces of level $N$ admissible hexagons at position $n$. We denote them by $\operatorname{Hex}(N, n)$ or, in the case of Markov chains, by $\operatorname{Hex}(n)$.

The hexagon measure $m_{\mathrm{Hex}}=m_{\mathrm{Hex}}^{N, n}$ is the probability measure on $\operatorname{Hex}(N, n)$ arising from the following sampling procedure for $\left(x_{n-2} ; \begin{array}{l}x_{n-1}, ~\end{array}, \begin{array}{l}x_{n} \\ y_{n-1}\end{array} ; y_{n+1}\right)$ :

- Let $\left\{X_{n}^{(N)}\right\}$ and $\left\{Y_{n}^{(N)}\right\}$ be two independent copies of X;
- $\left(x_{n-2}, x_{n-1}\right)$ is sampled from the distribution of $\left(X_{n-2}^{(N)}, X_{n-1}^{(N)}\right)$;
- $\left(y_{n}, y_{n+1}\right)$ is sampled from the distribution of $\left(Y_{n}^{(N)}, Y_{n+1}^{(N)}\right)$ (so it is independent of $\left(x_{n}, x_{n+1}\right)$ );
- $x_{n}$ and $y_{n-1}$ are conditionally independent given the previous choices, and are sampled using the bridge distributions

$$
\begin{aligned}
& \mathbb{P}\left(x_{n} \in E \mid x_{n-1}, y_{n+1}\right)=\mathbb{P}\left(X_{n}^{(N)} \in E \mid X_{n-1}^{(N)}=x_{n-1}, X_{n+1}^{(N)}=y_{n+1}\right) \\
& \mathbb{P}\left(y_{n-1} \in E \mid x_{n-2}, y_{n}\right)=\mathbb{P}\left(Y_{n-1}^{(N)} \in E \mid Y_{n-2}^{(N)}=x_{n-2} Y_{n}^{(N)}=y_{n}\right) .
\end{aligned}
$$

To write this explicitly in coordinates, we let $P=\left(\begin{array}{l}x_{n-2} ;\end{array} \begin{array}{l}x_{n-1} \\ y_{n-1}\end{array} ; \begin{array}{l}x_{n} \\ y_{n}\end{array} ; y_{n+1}.\right)$, and set:

$$
\begin{align*}
& m_{\text {Prod }}(\mathrm{d} P)=m_{\operatorname{Prod}}^{N, n}(\mathrm{~d} P):=P_{n-2}\left(\mathrm{~d} x_{n-2}\right) \prod_{i=n-1}^{n} \mu_{i}^{(N)}\left(\mathrm{d} x_{i}\right) \prod_{i=n-1}^{n+1} \mu_{i}^{(N)}\left(\mathrm{d} y_{i}\right) \\
& \varphi^{+}(P)=\varphi_{N, n}^{+}(P):=p_{n-2}^{(N)}\left(x_{n-2}, x_{n-1}\right) p_{n-1}^{(N)}\left(x_{n-1}, x_{n}\right) p_{n}^{(N)}\left(x_{n}, y_{n+1}\right)  \tag{2.21}\\
& \varphi^{-}(P)=\varphi_{N, n}^{-}(P):=p_{n-2}^{(N)}\left(x_{n-2}, y_{n-1}\right) p_{n-1}^{(N)}\left(y_{n-1}, y_{n}\right) p_{n}^{(N)}\left(y_{n}, y_{n+1}\right) \\
& Z^{+}(P)=Z_{N, n}^{+}(P):=\int p_{n-1}^{(N)}\left(x_{n-1}, \xi\right) p_{n}^{(N)}\left(\xi, y_{n+1}\right) \mu_{n}^{(N)}(\mathrm{d} \xi) \\
& Z^{-}(P)=Z_{N, n}^{-}(P):=\int p_{n-2}^{(N)}\left(x_{n-2}, \xi\right) p_{n-1}^{(N)}\left(\xi, y_{n}\right) \mu_{n-1}^{(N)}(\mathrm{d} \xi) .
\end{align*}
$$

We will drop the indices $N, n$ when they are clear from the context. It is not difficult to see that the following identity holds:

$$
\begin{equation*}
m_{\mathrm{Hex}}(\mathrm{~d} P)=\frac{\varphi^{+}(P) \varphi^{-}(P)}{Z^{+}(P) Z^{-}(P)} m_{\text {Prod }}(\mathrm{d} P) \tag{2.22}
\end{equation*}
$$

The hexagon measure is asymmetric in the following sense: $m_{\mathrm{Hex}} \circ \imath \neq m_{\mathrm{Hex}}$, where $l$ is the involution $\iota:\left(x_{n-2} ; \begin{array}{l}x_{n-1}, \begin{array}{l}x_{n} \\ y_{n-1}\end{array} ; y_{n+1}\end{array}\right) \mapsto\left(x_{n-2} ; \begin{array}{l}y_{n-1}, \begin{array}{l}y_{n} \\ x_{n-1}\end{array} ; y_{n+1}\end{array}\right)$. There is another natural measure on Hex $(N, n)$ which is invariant under $l$.

This measure, which we will denote by $m_{\text {Hex }}^{\prime}$, is the result of the following sampling procedure for $P:=$ $\left(x_{n-2} ; \begin{array}{l}x_{n-1}, \\ y_{n-1},\end{array} y_{n} ; y_{n+1}\right)$ :

- Let $\left\{X_{n}^{(N)}\right\}$ and $\left\{Y_{n}^{(N)}\right\}$ be two independent copies of X;
- $x_{n-2}$ is sampled from the distribution of $X_{n-2}^{(N)}$;
- $y_{n+1}$ is sampled from the distribution of $Y_{n+1}^{(N)}$ (so it is independent of $x_{n}$ );
- conditioned on $x_{n-2}, x_{n+1}$, the pairs $\left(x_{n-1}, x_{n}\right)$ and $\left(y_{n-1}, y_{n}\right)$ are independent, and identically distributed like the bridge distribution of $\left(X_{n-1}^{(N)}, X_{n}^{(N)}\right)$ given $X_{n-2}^{(N)}=x_{n-2}, X_{n+1}^{(N)}=x_{n+1}$.

Equivalently, if $Z(P)=Z_{N, n}(P)=p_{n}^{(N)}\left(x_{n-2} \rightarrow y_{n+1}\right)$ (see (2.18)), then

$$
\begin{equation*}
m_{\text {Hex }}^{\prime}(\mathrm{d} P)=\frac{\varphi^{+}(P) \varphi^{-}(P)}{Z(P)^{2}} m_{\text {Prod }}(\mathrm{d} P) . \tag{2.23}
\end{equation*}
$$

Recall that $Z^{ \pm}(P) \in\left[\epsilon_{0}, \epsilon_{0}^{-1}\right]$ and $Z(P) \in\left[\epsilon_{0}, \epsilon_{0}^{-3}\right]$, see (2.18) and (2.19). Therefore:

$$
\begin{equation*}
\epsilon_{0}^{4} \leq \frac{\mathrm{d} m_{\mathrm{Hex}}^{\prime}}{\mathrm{d} m_{\mathrm{Hex}}} \leq \epsilon_{0}^{-8} \tag{2.24}
\end{equation*}
$$

Because of (2.24), we could have chosen either $m_{\text {Hex }}$ or $m_{\text {Hex }}^{\prime}$ as the basis for our work. The reason we prefer the asymmetric $m_{\text {Hex }}$ to the symmetric $m_{\text {Hex }}^{\prime}$ will become apparent in $\S 2.3 .3$. There we will see that $\left\{m_{\text {Hex }}^{N, n}\right\}$ can be coupled in a natural way.

### 2.3.2 Balance and Structure Constants

The balance of a hexagon $P:=\left(x_{n-2} ;, \begin{array}{l}x_{n-1}, \\ y_{n-1}, \\ y_{n}\end{array} ; y_{n+1}\right) \in \operatorname{Hex}(N, n)$ is
$\Gamma(P):=f_{n-2}^{(N)}\left(x_{n-2}, x_{n-1}\right)+f_{n-1}^{(N)}\left(x_{n-1}, x_{n}\right)+f_{n}^{(N)}\left(x_{n}, y_{n+1}\right)-f_{n-2}^{(N)}\left(x_{n-2}, y_{n-1}\right)-f_{n-1}^{(N)}\left(y_{n-1}, y_{n}\right)-f_{n}^{(N)}\left(y_{n}, y_{n+1}\right)$.
The structure constants of $\mathfrak{f}=\left\{f_{n}^{(N)}\right\}$ are

$$
\begin{align*}
& u_{n}^{(N)}:=u_{n}^{(N)}(\mathrm{f}):=\mathbb{E}_{m_{\mathrm{Hex}}^{N, n}}\left(\Gamma(P)^{2}\right)^{1 / 2}, \quad d_{n}^{(N)}(\xi):=d_{n}^{(N)}(\xi, \mathrm{f}):=\mathbb{E}_{m_{\mathrm{Hex}}^{N, n}}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2}\right)^{1 / 2}, \\
& U_{N}:=U_{N}(\mathrm{f}):=\sum_{n=3}^{k_{N}}\left(u_{n}^{(N)}\right)^{2}, D_{N}(\xi):=\sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2} \tag{2.26}
\end{align*}
$$

where the expectation is over random $P \in \operatorname{Hex}(N, n)$. If X is a Markov chain, we write $u_{n}=u_{n}^{(N)}$ and $d_{n}(\xi)=d_{n}^{(N)}(\xi)$.
The significance of these quantities was mentioned briefly in $\S 1.3$, and will be explained in later chapters. At this point we can only say that the behavior of $U_{N}$ determines if $\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$, and the behavior of $D_{N}(\xi)$ determines "how close" f is to an additive functional whose values all belong to a coset of the lattice $(2 \pi / \xi) \mathbb{Z}$.

Lemma 2.16 Suppose $\mathrm{f}, \mathrm{g}$ are two additive functionals of on a uniformly elliptic Markov array X , and let $\xi, \eta$ be real numbers, then
(a) $d_{n}^{(N)}(\xi+\eta, \mathrm{f})^{2} \leq 8\left(d_{n}^{(N)}(\xi, \mathrm{f})^{2}+d_{n}^{(N)}(\eta, \mathrm{f})^{2}\right)$;
(b) $d_{n}^{(N)}(\xi, \mathrm{f}+\mathrm{g})^{2} \leq 8\left(d_{n}^{(N)}(\xi, \mathrm{f})^{2}+d_{n}^{(N)}(\xi, \mathrm{g})^{2}\right)$;
(c) $d_{n}^{(N)}(\xi, \mathrm{f}) \leq|\xi| u_{n}^{(N)}(\mathrm{f})$;
(d) $u_{n}^{(N)}(\mathrm{f}+\mathrm{g})^{2} \leq 2\left[u_{n}^{(N)}(\mathrm{f})^{2}+u_{n}^{(N)}(\mathrm{g})^{2}\right]$.

Proof For any $z, w \in \mathbb{C}$ such that $|z|,|w| \leq 2$, we have ${ }^{1}|z w+z+w|^{2} \leq 8\left(|z|^{2}+|w|^{2}\right)$. So if $P \in \operatorname{Hex}(N, n)$ and $\xi_{P}:=\xi \Gamma(P), \eta_{P}:=\eta \Gamma(P)$, then

$$
\begin{equation*}
\left|\mathrm{e}^{\mathrm{i}\left(\xi_{P}+\eta_{P}\right)}-1\right|^{2}=\left|\left(\mathrm{e}^{\mathrm{i} \xi_{P}}-1\right)\left(\mathrm{e}^{\mathrm{i} \eta_{P}}-1\right)+\left(\mathrm{e}^{\mathrm{i} \xi_{P}}-1\right)+\left(\mathrm{e}^{\mathrm{i} \eta_{P}}-1\right)\right|^{2} \leq 8\left(\left|\mathrm{e}^{\mathrm{i} \xi_{P}}-1\right|^{2}+\left|\mathrm{e}^{\mathrm{i} \eta_{P}}-1\right|^{2}\right) \tag{2.27}
\end{equation*}
$$

Part (a) follows by integrating over all $P \in \operatorname{Hex}(n, N)$. Part (b) has a similar proof which we omit. Part (c) is follows from the inequality $\left|\mathrm{e}^{\mathrm{i} \theta}-1\right|^{2}=4 \sin ^{2} \frac{\theta}{2} \leq|\theta|^{2}$. Part (d) follows from the general inequality $(a+b)^{2} \leq 2\left(a^{2}+b^{2}\right)$.

Lemma 2.17 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X . Fix $x \in \mathfrak{\Im}_{1}$, and let $d_{n}(\xi, x)$ denote the structure constants of $f$ on X conditioned on $X_{1}=x$. Then there exists $0<\theta<1$ such that $\left|d_{n}^{2}(\xi, x)-d_{n}^{2}(\xi)\right|=O\left(\theta^{n}\right)$ for all $\xi \in \mathbb{R}$.

The proof is given in §2.3.3.
Example 2.18 (Vanishing Structure Constants) Suppose $f_{n}(x, y)=a_{n+1}(y)-a_{n}(x)+c_{n}$ for all $n$, then the balance of each hexagon is zero and $u_{n}, d_{n}(\xi)$ are all zero. For more on this, see §3.2.1.

Suppose $f_{n}(x, y)=a_{n+1}(y)-a_{n}(x)+c_{n} \bmod \frac{2 \pi}{\xi} \mathbb{Z}$ for all $n$. Then $\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}=1$ for all hexagons $P$ and $d_{n}(\xi)$ are all zero. For more on this, see $\S 4.3 .1$.

Example 2.19 (Sums of Independent Random Variables) Let $S_{N}=X_{1}+\cdots+X_{N}$. where $X_{i}$ are independent real valued random variables with non-zero variance. Let us see what $u_{n}$ measures in this case.

Proposition $2.20 u_{n}^{2}=2\left(\operatorname{Var}\left(X_{n-1}\right)+\operatorname{Var}\left(X_{n}\right)\right)$ and $U_{N}:=\sum_{n=3}^{N} u_{n}^{2} \asymp \operatorname{Var}\left(S_{N}\right)\left(\right.$ i.e $\exists N_{0}$ such that the ratio of the two sides is uniformly bounded for $N \geq N_{0}$ ).

```
'1}(zw+z+w\mp@subsup{)}{}{2}=\mp@subsup{z}{}{2}\mp@subsup{w}{}{2}+\mp@subsup{z}{}{2}+\mp@subsup{w}{}{2}+2(\mp@subsup{z}{}{2}w+z\mp@subsup{w}{}{2}+zw),\mathrm{ and }|\mp@subsup{z}{}{2}\mp@subsup{w}{}{2}|\leq4|zw|\leq2|z\mp@subsup{|}{}{2}+2|w\mp@subsup{|}{}{2},|\mp@subsup{z}{}{2}w|\leq2|z\mp@subsup{|}{}{2},2|zw|\leq|z\mp@subsup{|}{}{2}+|w\mp@subsup{|}{}{2}
|zw'2}|\leq2|w\mp@subsup{|}{}{2}
```

Proof Let $\left\{Y_{n}\right\}$ be an independent copy of $\left\{X_{n}\right\}$, and let $X_{i}^{*}:=X_{i}-Y_{i}$ (the symmetrization of $X_{i}$ ). A simple calculation shows that the balance of a position $n$ hexagon is equal in distribution to $X_{n-1}^{*}+X_{n}^{*}$. Clearly $\mathbb{E}\left[X_{i}^{*}\right]=0$ and $\mathbb{E}\left[\left(X_{i}^{*}\right)^{2}\right]=2 \operatorname{Var}\left(X_{i}\right)$. Consequently,

$$
u_{n}^{2}(\xi)=\mathbb{E}\left[\left(X_{n-1}^{*}\right)^{2}+\left(X_{n}^{*}\right)^{2}\right]=2 \operatorname{Var}\left(X_{n-1}\right)+2 \operatorname{Var}\left(X_{n}\right)
$$

Summing over $n$ we obtain $\sum_{n=3}^{N} u_{n}^{2} \asymp \operatorname{Var}\left(S_{N}\right)$.
We remark that the proposition also holds for Markov arrays satisfying the one-step ellipticity condition (see §2.4 and §3.1).

Now we describe the meaning of $d_{n}(\xi)$ for sums of independent random variables, and relate it to the distance of $X_{n-1}$ and $X_{n}$ from cosets of $\frac{2 \pi}{\xi} \mathbb{Z}$.

Given a real-valued random variable $X$, let

$$
\begin{equation*}
\mathfrak{D}(X, \xi):=\min _{\theta \in \mathbb{R}} \mathbb{E}\left[\operatorname{dist}^{2}\left(X, \theta+\frac{2 \pi}{\xi} \mathbb{Z}\right)\right]^{1 / 2} \tag{2.28}
\end{equation*}
$$

The minimum exists because the quantity we are minimizing is a periodic and continuous function of $\theta$.
Proposition 2.21 For every $\xi \neq 0, d_{n}(\xi)=0$ iff there are constants $\theta_{i}$ such that $X_{i} \in \theta_{i}+\frac{2 \pi}{\xi} \mathbb{Z}$ a.s. $(i=n-1, n)$. In addition, there exists $C(\xi)>1$ such that if $d_{n}(\xi)$ and $\mathfrak{D}\left(X_{n-1}, \xi\right)^{2}+\mathfrak{D}\left(X_{n}, \xi\right)^{2}$ are not both zero, then

$$
C(\xi)^{-1} \leq \frac{d_{n}^{2}(\xi)}{\mathfrak{D}\left(X_{n-1}, \xi\right)^{2}+\mathfrak{D}\left(X_{n}, \xi\right)^{2}} \leq C(\xi)
$$

Proof Choose $\theta_{i} \in\left[0, \frac{2 \pi}{\xi}\right]$ such that $\mathfrak{D}\left(X_{i}, \xi\right)=\mathbb{E}\left[\operatorname{dist}^{2}\left(X_{i}, \theta_{i}+\frac{2 \pi}{\xi} \mathbb{Z}\right)\right]^{1 / 2}$. There is no loss of generality in assuming that $\theta_{i}=0$, because the structure constants of $f_{i}(x)=x$ and $g_{i}(x)=x-\theta_{i}$ are the same. Henceforth we assume that

$$
\begin{equation*}
\mathfrak{D}\left(X_{i}, \xi\right)=\mathbb{E}\left[\operatorname{dist}^{2}\left(X_{i}, \frac{2 \pi}{\xi} \mathbb{Z}\right)\right]^{1 / 2} \tag{2.29}
\end{equation*}
$$

As in the proof of the previous proposition, the balance of a position $n$ hexagon is equal in distribution to $X_{n-1}^{*}+X_{n}^{*}$, where $X_{i}^{*}:=X_{i}-Y_{i}$ and $\left\{Y_{i}\right\}$ is an independent copy of $\left\{X_{i}\right\}$. So $d_{n}^{2}(\xi)=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i}\left(X_{n-1}^{*}+X_{n}^{*}\right)}-1\right|^{2}\right)$.

We need the following elementary facts:

$$
\begin{align*}
& \left|\mathrm{e}^{\mathrm{i}(x+y)}-1\right|^{2}=4 \sin ^{2} \frac{x+y}{2}=4\left(\sin \frac{x}{2} \cos \frac{y}{2}+\sin \frac{y}{2} \cos \frac{x}{2}\right)^{2} \quad(x, y \in \mathbb{R})  \tag{2.30}\\
& \frac{4}{\pi^{2}} \operatorname{dist}^{2}(t, \pi \mathbb{Z}) \leq \sin ^{2} t \leq \operatorname{dist}^{2}(t, \pi \mathbb{Z}) \quad(t \in \mathbb{R})  \tag{2.31}\\
& \mathbb{P}\left[X_{i}^{*} \in\left(-\frac{\pi}{2 \xi}, \frac{\pi}{2 \xi}\right)+\frac{2 \pi}{\xi} \mathbb{Z}\right] \geq \frac{1}{16} \quad(i \geq 1) \tag{2.32}
\end{align*}
$$

(2.30) is trivial; (2.31) is because of the inequality ${ }^{2} 2 t / \pi \leq \sin t \leq t$ on [ $\left.0, \frac{\pi}{2}\right]$. To see (2.32), we decompose $\mathbb{R}=\biguplus_{k=0}^{3}\left(\left[0, \frac{\pi}{2 \xi}\right)+\frac{k \pi}{2 \xi}+\frac{2 \pi}{\xi} \mathbb{Z}\right)$, and note that there must be some $k \in\{0,1,2,3\}$ such that $\mathbb{P}\left[X_{i} \in\left[0, \frac{\pi}{2 \xi}\right)+\frac{k \pi}{2 \xi}+\right.$ $\left.\frac{2 \pi}{\xi} \mathbb{Z}\right] \geq \frac{1}{4}$. Since $Y_{i}$ is an independent copy of $X_{i}, \mathbb{P}\left[X_{i}, Y_{i} \in\left[0, \frac{\pi}{2 \xi}\right)+\frac{k \pi}{2 \xi}+\frac{2 \pi}{\xi} \mathbb{Z}\right] \geq \frac{1}{16}$. This event is a subset of the event $\left[X_{i}^{*} \in\left(-\frac{\pi}{2 \xi}, \frac{\pi}{2 \xi}\right)+\frac{2 \pi}{\xi} \mathbb{Z}\right]$, and (2.32) follows.

Returning to the identity $d_{n}^{2}(\xi)=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i}\left(X_{n-1}^{*}+X_{n}^{*}\right)}-1\right|^{2}\right)$, we see that by (2.30)

$$
d_{n}^{2}(\xi)=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi\left(X_{n-1}^{*}+X_{n}^{*}\right)}-1\right|^{2}\right)=4 \mathbb{E}\left(\sin ^{2} \frac{\xi X_{n-1}^{*}}{2} \cos ^{2} \frac{\xi X_{n}^{*}}{2}+\sin ^{2} \frac{\xi X_{n}^{*}}{2} \cos ^{2} \frac{\xi X_{n-1}^{*}}{2}+\frac{1}{2} \sin \left(\xi X_{n-1}^{*}\right) \sin \left(\xi X_{n}^{*}\right)\right)
$$

Since $X_{i}^{*}$ is symmetric, $\mathbb{E}\left[\sin \left(\xi X_{i}^{*}\right)\right]=0$, and so

$$
\begin{equation*}
d_{n}^{2}(\xi)=4 \mathbb{E}\left(\sin ^{2} \frac{\xi X_{n-1}^{*}}{2}\right) \mathbb{E}\left(\cos ^{2} \frac{\xi X_{n}^{*}}{2}\right)+4 \mathbb{E}\left(\sin ^{2} \frac{\xi X_{n}^{*}}{2}\right) \mathbb{E}\left(\cos ^{2} \frac{\xi X_{n-1}^{*}}{2}\right) \tag{2.33}
\end{equation*}
$$

[^1]By (2.32), $\mathbb{E}\left(\cos ^{2} \frac{\xi X_{i}^{*}}{2}\right) \geq \cos ^{2}\left(\frac{\pi}{4}\right) \mathbb{P}\left[X_{i}^{*} \in\left(-\frac{\pi}{2 \xi}, \frac{\pi}{2 \xi}\right)+\frac{2 \pi}{\xi} \mathbb{Z}\right] \geq \frac{1}{32}$. Therefore,

$$
\begin{equation*}
d_{n}^{2}(\xi)=C_{n}(\xi)\left[\mathbb{E}\left(\sin ^{2} \frac{\xi X_{n-1}^{*}}{2}\right)+\mathbb{E}\left(\sin ^{2} \frac{\xi X_{n}^{*}}{2}\right)\right] \text { with } C_{n}(\xi) \in\left[\frac{1}{8}, 4\right] \tag{2.34}
\end{equation*}
$$

It remains to bound $\mathbb{E}\left(\sin ^{2}\left(\frac{\xi X_{i}^{*}}{2}\right)\right)$ in terms of $\mathfrak{D}\left(X_{i}, \xi\right)^{2}$. $\operatorname{By}(2.30), \mathbb{E}\left(\sin ^{2} \frac{\xi X_{i}^{*}}{2}\right)=\mathbb{E}\left[\left(\sin \frac{\xi X_{i}}{2} \cos \frac{\xi Y_{i}}{2}-\sin \frac{\xi Y_{i}}{2} \cos \frac{\xi X_{i}}{2}\right)^{2}\right]$;

$$
\begin{aligned}
& \text { So } \mathbb{E}\left(\sin ^{2} \frac{\xi X_{i}^{*}}{2}\right)=2 \mathbb{E}\left(\sin ^{2} \frac{\xi X_{i}}{2}\right) \mathbb{E}\left(\cos ^{2} \frac{\xi X_{i}}{2}\right)-\frac{1}{2} \mathbb{E}\left(\sin \left(\xi X_{i}\right)\right)^{2} \leq 2 \mathbb{E}\left(\sin ^{2} \frac{\xi X_{i}}{2}\right) \\
& \leq 2 \mathbb{E}\left(\operatorname{dist}^{2}\left(\frac{\xi X_{i}}{2}, \pi \mathbb{Z}\right)\right) \equiv \frac{\xi^{2}}{2} \mathbb{E}\left(\operatorname{dist}^{2}\left(X_{i}, \frac{2 \pi}{\xi} \mathbb{Z}\right)\right)=\frac{\xi^{2}}{2} \mathbb{D}\left(X_{i}, \xi\right)^{2}, \text { see }(2.29),(2.31)
\end{aligned}
$$

Next by (2.31) and the definition of $\mathfrak{D}\left(X_{i}, \xi\right)$,

$$
\begin{aligned}
& \mathbb{E}\left(\sin ^{2} \frac{\xi X_{i}^{*}}{2}\right) \geq \frac{4}{\pi^{2}} \mathbb{E}\left(\operatorname{dist}^{2}\left(\frac{\xi X_{i}^{*}}{2}, \pi \mathbb{Z}\right)\right)=\frac{\xi^{2}}{\pi^{2}} \mathbb{E}\left(\operatorname{dist}^{2}\left(X_{i}-Y_{i}, \frac{2 \pi}{\xi} \mathbb{Z}\right)\right) \\
& =\frac{\xi^{2}}{\pi^{2}} \mathbb{E}\left[\mathbb{E}\left(\left.\operatorname{dist}^{2}\left(X_{i}, Y_{i}+\frac{2 \pi}{\xi} \mathbb{Z}\right) \right\rvert\, Y_{i}\right)\right] \geq \frac{\xi^{2}}{\pi^{2}} \mathbb{E}\left[\mathfrak{D}\left(X_{i}, \xi\right)^{2}\right]=\frac{\xi^{2}}{\pi^{2}} \mathfrak{D}\left(X_{i}, \xi\right)^{2}
\end{aligned}
$$

The proposition follows from (2.34).

### 2.3.3 The Ladder Process

Lemma 2.22 Let X be a uniformly elliptic Markov array with row lengths $k_{N}+1$. Then there exists a uniformly elliptic Markov array $L$ with the following structure:
(a) Each row has entries $\underline{L}_{n}^{(N)}=\left(Z_{n-2}^{(N)}, Y_{n-1}^{(N)}, X_{n}^{(N)}\right) \quad\left(3 \leq n \leq k_{N}+1\right)$.
(b) $\left\{Z_{i}^{(N)}\right\}$ and $\left\{X_{i}^{(N)}\right\}$ are independent copies of $X$.





- State spaces $\underline{\Xi}_{n}^{(N)}:=\mathfrak{\Im}_{n-2}^{(N)} \times \mathfrak{S}_{n-1}^{(N)} \times \mathfrak{S}_{n}^{(N)}$.
- Rows $\underline{L}_{n}^{(N)}=\left(z_{n-2}, y_{n-1}, x_{n}\right)\left(3 \leq n \leq k_{N}+1, N \geq 1\right)$.

- Transition probabilities $\pi_{n}^{(N)}\left(\left(z_{n-2}, y_{n-1}, x_{n}\right), E_{n-1} \times E_{n} \times E_{n+1}\right)=$

$$
=\int_{E_{n-1} \times E_{n} \times E_{n+1}} p_{n-2}^{(N)}\left(z_{n-2}, z_{n-1}\right) p_{n}^{(N)}\left(x_{n}, x_{n+1}\right) \mathbb{P}\left(\mathrm{d} y_{n} \left\lvert\, \begin{array}{l}
x_{n-1}^{(N)}=z_{n-1} \\
x_{n+1}^{(N)}=x_{n+1}
\end{array}\right.\right) \mu_{n-1}^{(N)}\left(\mathrm{d} z_{n-1}\right) \mu_{n+1}^{(N)}\left(\mathrm{d} x_{n+1}\right) .
$$

The definition of the transition probabilities encodes the following sampling procedure: We evolve $z_{n-2} \rightarrow$ $z_{n-1}$ and $x_{n} \rightarrow x_{n+1}$ independently according to $\pi_{n-2}^{(N)}\left(z_{n-2}, \mathrm{~d} z\right), \pi_{n}^{(N)}\left(x_{n}, \mathrm{~d} x\right)$, and then we sample $y_{n}$ using the relevant bridge distribution. Properties (a)-(c) are immediate consequences, and property (d) follows from (a)-(c) and the definition of the hexagon measure $m_{N}^{N, n}$.


Fig. 2.1 The ladder process (in the case of Markov chains): $\left\{Z_{i}\right\},\left\{X_{i}\right\}$ are independent copies of X , and $Y_{n}$ are conditionally independent given $\left\{X_{i}\right\},\left\{Z_{i}\right\}$. The marginal distribution of the position $n$ hexagon $\left(Z_{n-2} ;{ }_{Y_{n-1}}^{Z_{n-1}} ;{ }_{X}^{Y_{n}} ; X_{n+1}\right)$ is $m_{\text {Hex }}^{n}$.

Note that for $n \geq 5, \mu_{k}^{(N)}=P_{k}^{(N)}$ for $k=n-2, n$, and the marginal distribution of $\underline{L}_{n}^{(N)}$ is the measure $m_{n}^{(N)}\left(\mathrm{d} \underline{L}_{n}^{(N)}\right)$ given by:

$$
\frac{p_{n-2}^{(N)}\left(z_{n-2}, y_{n-1}\right) p_{n-1}^{(N)}\left(y_{n-1}, x_{n}\right)}{\int_{\Im_{n-1}^{(N)}} p_{n-2}^{(N)}\left(z_{n-2}, \eta\right) p_{n-1}^{(N)}\left(\eta, x_{n}\right) \mu_{n-1}^{(N)}(\mathrm{d} \eta)} \mu_{n-2}^{(N)}\left(\mathrm{d} z_{n-2}\right) \mu_{n-1}^{(N)}\left(\mathrm{d} y_{n-1}\right) \mu_{n}^{(N)}\left(\mathrm{d} x_{n}\right)
$$

We claim that L is uniformly elliptic with background measures $m_{n}^{(N)}$. In what follows we fix $N$, suppose $x_{i}, y_{i}, z_{i} \in \mathfrak{S}_{i}$, and write $p_{n}^{(N)}=p$ whenever the subscript is clear from the variables. Let $P\left(\underline{L}_{n}, \underline{L}_{n+1}\right):=$ $p\left(z_{n-2}, z_{n-1}\right) p\left(x_{n}, x_{n+1}\right)$. Then $\pi_{n}^{(N)}\left(\underline{L}_{n}, \mathrm{~d} \underline{L}_{n+1}\right)=P\left(\underline{L}_{n}, \underline{L}_{n+1}\right) m_{n+1}\left(\mathrm{~d} \underline{L}_{n+1}\right)$,

By the ellipticity assumption on $X, P\left(\underline{L}_{n}, \underline{L}_{n+1}\right) \leq \epsilon_{0}^{-2}$. In addition,

$$
\begin{aligned}
& \int P\left(\underline{L}_{n}, \underline{L}_{n+1}\right) P\left(\underline{L}_{n+1}, \underline{L}_{n+2}\right) m_{n+1}\left(\mathrm{~d} \underline{L}_{n+1}\right) \\
& =\iiint p\left(z_{n-2}, z_{n-1}\right) p\left(x_{n}, x_{n+1}\right) p\left(z_{n-1}, z_{n}\right) p\left(x_{n+1}, x_{n+2}\right) \times \\
& \quad \times \frac{p\left(z_{n-1}, y_{n}\right) p\left(y_{n}, x_{n+1}\right)}{\int p\left(z_{n-1}, \eta\right) p\left(\eta, x_{n+1}\right) \mu_{n}(\mathrm{~d} \eta)} \mu_{n-1}\left(\mathrm{~d} z_{n-1}\right) \mu_{n}\left(\mathrm{~d} y_{n}\right) \mu_{n+1}\left(\mathrm{~d} x_{n+1}\right) \\
& =\iint p\left(z_{n-2}, z_{n-1}\right) p\left(x_{n}, x_{n+1}\right) p\left(z_{n-1}, z_{n}\right) p\left(x_{n+1}, x_{n+2}\right) \mu_{n-1}\left(\mathrm{~d} z_{n-1}\right) \mu_{n+1}\left(\mathrm{~d} x_{n+1}\right) \\
& =\int p\left(z_{n-2}, z_{n-1}\right) p\left(z_{n-1}, z_{n}\right) \mu_{n-1}\left(\mathrm{~d} z_{n-1}\right) \int p\left(x_{n}, x_{n+1}\right) p\left(x_{n+1}, x_{n+2}\right) \mu_{n+1}\left(\mathrm{~d} x_{n+1}\right)
\end{aligned}
$$

The last expression is bounded below by $\epsilon_{0}^{2}$. So the ladder process is uniformly elliptic with ellipticity constant $\epsilon_{0}^{2}$.

We can now prove Lemma 2.17: Suppose f is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X . Fix some $x$ in the state space of $X_{1}$, and let $d_{n}^{2}(\xi, x)$ denote the structure constants of f on X , conditioned on $X_{1}=x$. We are asked to show that $\left|d_{n}^{2}(\xi)-d_{n}(\xi, x)\right|$ decays exponentially in $n$.

Let $L$ denote the ladder process. By Lemma 2.22 (d), there exists an additive functional $\Gamma$ on $L$ so that $d_{n}^{2}(\xi)=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma\left(\underline{L}_{n}, \underline{L}_{n+1}\right)}-1\right|^{2}\right)$. By the uniform ellipticity of the ladder process and (2.11), there are constants $C>0, \theta \in(0,1)$ such that

$$
\underset{\left(z^{\prime}, y^{\prime}, x^{\prime}\right)}{\operatorname{ess} \sup \left|\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma\left(\underline{L}_{n}, \underline{L}_{n+1}\right)}-1\right|^{2} \mid \underline{L}_{1}=\left(z^{\prime}, y^{\prime}, x^{\prime}\right)\right)-d_{n}^{2}(\xi)\right|<C \theta^{n} . . . . ~ . ~}
$$

To complete the proof, we construct a probability measure $\lambda$ such that

$$
d_{n}^{2}(\xi, x)=\iiint \mathbb{E}\left(\left|\mathrm{e}^{i \xi \Gamma\left(\underline{L}_{n}, \underline{L}_{n+1}\right)}-1\right|^{2} \mid \underline{L}_{1}=\left(z^{\prime}, y^{\prime}, x^{\prime}\right)\right) \lambda\left(\mathrm{d} x^{\prime}, \mathrm{d} y^{\prime}, \mathrm{d} z^{\prime}\right)
$$

and integrate both sides of the previous inequality. The measure $\lambda\left(\mathrm{d} x^{\prime}, \mathrm{d} y^{\prime}, \mathrm{d} z^{\prime}\right)$ is the measure such that $x^{\prime}$ is equal to $x, z^{\prime}$ is sampled from the distribution of $X_{3}$ conditioned on $X_{1}=x$, and $y^{\prime}$ conditioned on $x^{\prime}, z^{\prime}$ has the bridge distribution.

## $2.4 \gamma$-Step Ellipticity Conditions

In this section, we discuss some useful variants of the uniform ellipticity condition. Suppose X is a Markov array with row lengths $k_{N}+1$ and transition probabilities $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)=p_{n}^{(N)}(x, y) \mu_{n+1}^{(N)}(\mathrm{d} y)$.

The one-step ellipticity condition is that for some $\epsilon_{0}>0$, for all $N \geq 1$ and $1 \leq n \leq k_{N}$, and for every $x \in \mathfrak{S}_{n}^{(N)}$ and $y \in \Im_{n+1}^{(N+1)}, \epsilon_{0}<p_{n}^{(N)}(x, y) \leq \epsilon_{0}^{-1}$.

The $\gamma$-step ellipticity condition $(\gamma=2,3, \ldots)$ is that for some $\epsilon_{0}>0$, for all $N \geq 1$ and $n \leq k_{N}$, $0 \leq p_{n}^{(N)} \leq 1 / \epsilon_{0}$; And for all $n \leq k_{N}-\gamma+1$ and every $x \in \mathfrak{S}_{n}^{(N)}$ and $z \in \mathfrak{S}_{n+\gamma}^{(N)}$, the iterated integral

$$
\int_{\Theta_{n+1}^{(N)}(\underset{n+\gamma-1}{(N)}} \cdots \int_{n}^{(N)}\left(x, y_{1}\right) \prod_{i=1}^{\gamma-2} p_{n+i}^{(N)}\left(y_{i}, y_{i+1}\right) p_{n+\gamma-1}^{(N)}\left(y_{\gamma-1}, z\right) \mu_{n+1}\left(\mathrm{~d} y_{1}\right) \cdots \mu_{n+\gamma-1}\left(\mathrm{~d} y_{\gamma-1}\right)
$$

is bigger than $\epsilon_{0}$ (with the convention that $\prod_{i=1}^{0}:=1$ ).
The ellipticity condition we use in this work corresponds to $\gamma=2$. This is weaker than the one-step condition, but stronger than the $\gamma$-step condition for $\gamma \geq 3$.

The results of this work could in principle be proved assuming only a $\gamma$-step condition with $\gamma \geq 2$. To do this, one needs to replace the space of hexagons by the space of $2(\gamma+1)$-gons $\left(\begin{array}{c} \\ x_{n-\gamma} ;\end{array} \begin{array}{l}x_{n-\gamma+1} \\ y_{n-\gamma+1}\end{array} \ldots \begin{array}{l}x_{n} \\ y_{n}\end{array} ; y_{n+1}\right)$ with its associated structure constants, and its associated $\gamma$-ladder process $\underline{L}_{n}^{(N)}=\left(Z_{n-\gamma}^{(N)}, Y_{n-\gamma+1}^{(N)}, \ldots, Y_{n-1}^{(N)}, X_{n}^{(N)}\right)$. Since no new ideas are needed, and since our notation is already heavy enough as it is, we will only treat the case $\gamma=2$.

## *2.5 Uniform Ellipticity and Strong Mixing Conditions

Suppose $(\Omega, \mathscr{F}, \mathbb{P})$ is a probability space, and let $\mathscr{A}, \mathscr{B}$ be two sub $\sigma$-algebras of $\mathcal{F}$. There are several standard measures of dependence between $\mathscr{A}$ and $\mathscr{B}$ :

$$
\begin{aligned}
& \alpha(\mathscr{A}, \mathscr{B}):=\sup \{|\mathbb{P}(A \cap B)-\mathbb{P}(A) \mathbb{P}(B)|: A \in \mathscr{A}, B \in \mathscr{B}\} ; \\
& \rho(\mathscr{A}, \mathscr{B}):=\sup \left\{|\mathbb{E}(f g)-\mathbb{E}(f) \mathbb{E}(g)|: \begin{array}{l}
f \in L^{2}(\mathscr{A}), g \in L^{2}(\mathscr{B}) ; \\
\|f-\mathbb{E}(f)\|_{2}=1,\|g-\mathbb{E}(g)\|_{2}=1
\end{array}\right\} ; \\
& \phi(\mathscr{A}, \mathscr{B}):=\sup \{|\mathbb{P}(B \mid A)-\mathbb{P}(B)|: A \in \mathscr{A}, B \in \mathscr{B}, \mathbb{P}(A) \neq 0\} ; \\
& \psi(\mathscr{A}, \mathscr{B}):=\sup \left\{\left|\frac{\mathbb{P}(A \cap B)}{\mathbb{P}(A) \mathbb{P}(B)}-1\right|: A \in \mathscr{A}, B \in \mathscr{B} \text { with non-zero probabilities }\right\} .
\end{aligned}
$$

If one of these quantities vanishes then they all vanish, and this happens iff $\mathbb{P}(A \cap B)=\mathbb{P}(A) \mathbb{P}(B)$ for all $A \in \mathscr{A}, B \in \mathscr{B}$. In this case we say that $\mathscr{A}, \mathscr{B}$ are independent. In the dependent case, $\alpha, \rho, \phi, \psi$ can be used to bound the covariance between (certain) $\mathscr{A}$-measurable and $\mathscr{B}$-measurable random variables:

Theorem 2.23 Suppose $X$ is $\mathscr{A}$-measurable and $Y$ is $\mathscr{B}$-measurable, then
(1) $|\operatorname{Cov}(X, Y)| \leq 8 \alpha(\mathscr{A}, \mathscr{B})^{1-\frac{1}{p}-\frac{1}{q}}\|X\|_{p}\|Y\|_{q}$ whenever $p \in(1, \infty], q \in(1, \infty]$,
$\frac{1}{p}+\frac{1}{q}<1, X \in L^{p}, Y \in L^{q}$.
(2) $|\operatorname{Cov}(X, Y)| \leq \rho(\mathscr{A}, \mathscr{B})\|X-\mathbb{E} Y\|_{2}\|Y-\mathbb{E} Y\|_{2}$ whenever $X, Y \in L^{2}$.
(3) $|\operatorname{Cov}(X, Y)| \leq 2 \phi(\mathscr{A}, \mathscr{B})\|X\|_{1}\|Y\|_{\infty}$ whenever $X \in L^{1}, Y \in L^{\infty}$.
(4) $|\operatorname{Cov}(X, Y)| \leq \psi(\mathscr{A}, \mathscr{B})\|X\|_{1}\|Y\|_{1}$ whenever $X \in L^{1}, Y \in L^{1}$.

See [16, vol 1, ch. 3]. Here are some useful inequalities [16, vol 1, Prop. 3.11]):
Theorem 2.24 If $(\Omega, \mathscr{F}, \mathbb{P})$ is a probability space, and $\mathscr{A}, \mathscr{B}$ are sub- $\sigma$-algebras of $\mathscr{F}$, then $\alpha:=\alpha(\mathscr{A}, \mathscr{B})$, $\rho:=\rho(\mathscr{A}, \mathscr{B}), \phi:=\phi(\mathscr{A}, \mathscr{B}), \psi:=\psi(\mathscr{A}, \mathscr{B})$ satisfy

$$
\begin{equation*}
2 \alpha \leq \phi \leq \frac{1}{2} \psi, 4 \alpha \leq \rho \leq 2 \sqrt{\phi} \tag{2.35}
\end{equation*}
$$

We can use the measures of dependence to define various mixing conditions. Let $\mathrm{X}:=\left\{X_{n}\right\}_{n \geq 1}$ be a general stochastic process, not necessarily stationary or Markov.

Let $\mathscr{F}_{1}^{n}$ denote the $\sigma$-algebra generated by $X_{1}, \ldots, X_{n}$, and let $\mathscr{F}_{m}^{\infty}$ denote the $\sigma$-algebra generated by $X_{k}$ for $k \geq m$.
(1) X is called $\alpha$-mixing, if $\alpha(n):=\sup _{k \geq 1} \alpha\left(\mathscr{F}_{1}^{k}, \mathscr{F}_{k+n}^{\infty}\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0$.
(2) X is called $\rho$-mixing, if $\rho(n):=\sup _{k \geq 1} \rho\left(\mathscr{F}_{1}^{k}, \mathscr{F}_{k+n}^{\infty}\right) \xrightarrow[n \rightarrow \infty]{n \rightarrow \infty} 0$.
(3) X is called $\phi$-mixing, if $\phi(n):=\sup _{k \geq 1} \phi\left(\mathscr{F}_{1}^{k}, \mathscr{F}_{k+n}^{\infty}\right) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0$.
(4) X is called $\psi$-mixing, if $\psi(n):=\sup _{k \geq 1} \psi\left(\mathscr{F}_{1}^{k}, \mathscr{F}_{k+n}^{\infty}\right) \underset{n \rightarrow \infty}{\longrightarrow} 0$.

By (2.35), $\psi$-mixing $\Rightarrow \phi$-mixing $\Rightarrow \rho$-mixing $\Rightarrow \alpha$-mixing. These implications are strict, see [16, vol $1, \S 5.23]$.
Let us see what is the relation between uniform ellipticity and these conditions. First we will show that uniform ellipticity implies exponential $\psi$-mixing, and then we will give a weak converse of this statement for finite state Markov chains.

Proposition 2.25 Let X be a uniformly elliptic Markov chain, then for every $x \in \Im_{1}, \mathrm{X}$ conditioned on $X_{1}=x$ is $\psi$-mixing. Moreover, $\alpha(n), \rho(n), \phi(n), \psi(n) \underset{n \rightarrow \infty}{\longrightarrow} 0$ exponentially fast, uniformly in $x$.

Proof We need the following fact:
CLAim. There exists a constant $K$ which only depends on the ellipticity constant of $X$, as follows. For every $x \in \mathfrak{\Im}_{1}$, $k \geq 2$, and for every bounded measurable function $h_{k}: \Im_{k} \rightarrow \mathbb{R}$, we have the inequality $\left\|\mathbb{E}_{x}\left(h_{k}\left(X_{k}\right) \mid X_{k-2}\right)\right\|_{\infty} \leq$ $K \mathbb{E}_{x}\left(\left|h_{k}\left(X_{k}\right)\right|\right)$.
Proof of the Claim. By the uniform ellipticity of X , the transition kernels of X can be put in the form $\pi_{n, n+1}(x, \mathrm{~d} y)=$ $p_{n}(x, y) \mu_{n+1}(\mathrm{~d} y)$, where $0 \leq p_{n} \leq \epsilon_{0}^{-1}$ and $\int p_{n}(x, y) p_{n+1}(y, z) \mu_{n+1}(\mathrm{~d} y)>\epsilon_{0}$. In addition, Prop. 2.8, applied to X with the initial distribution $\pi(\mathrm{d} x)=$ point mass at $x$, tells us that the Radon-Nikodym derivative of $\mu_{n+1}$ with respect to the measure $\mathbb{P}_{x}\left(X_{n+1} \in E\right)$ is a.e. in $\left[\epsilon_{0}, \epsilon_{0}^{-1}\right]$.

It follows that for all $\xi$,

$$
\begin{aligned}
& \left|\mathbb{E}_{x}\left(h_{k+2}\left(X_{k+2}\right) \mid X_{k}=\xi\right)\right| \leq \iint p_{k}(\xi, y) p_{k+1}(y, z)\left|h_{k+2}(z)\right| \mu_{k+1}(\mathrm{~d} y) \mu_{k+2}(\mathrm{~d} z) \\
& \leq \epsilon_{0}^{-2} \int\left|h_{k+2}(z)\right| \mu_{k+2}(\mathrm{~d} z) \leq \epsilon_{0}^{-3} \mathbb{E}_{x}\left(\left|h_{k+2}\left(X_{k+2}\right)\right|\right)
\end{aligned}
$$

We now prove the proposition. Fix $x \in \Im_{1}$, and let $\psi_{x}$ denote the $\psi$ measure of dependence for X conditioned on $X_{1}=x$. Let $\mathscr{F}_{k}$ denote the $\sigma$-algebra generated by $X_{k}$. Using the Markov property, it is not difficult to see that $\psi_{x}(n)=\sup _{k \geq 1} \psi_{x}\left(\mathscr{F}_{k}, \mathscr{F}_{k+n}\right)$, see [16, vol 1, pp. 206-7].

Suppose now that $n>2$, and fix some $x \in \mathbb{S}_{1}$, and $A \in \mathscr{F}_{k}, B \in \mathscr{F}_{k+n}$ with positive $\mathbb{P}_{x}$-measure. Let $h_{k}:=1_{A}\left(X_{k}\right)$ and $h_{k+n}:=1_{B}\left(X_{k+n}\right)-\mathbb{P}_{x}(B)$. Then

$$
\begin{aligned}
& \left|\mathbb{P}_{x}(A \cap B)-\mathbb{P}_{x}(A) \mathbb{P}_{x}(B)\right|=\left|\mathbb{E}_{x}\left(h_{k} h_{k+n}\right)\right|=\left|\mathbb{E}_{x}\left(\mathbb{E}_{x}\left(h_{k} h_{k+n} \mid \mathscr{F}_{k}\right)\right)\right| \\
& =\left|\mathbb{E}_{x}\left(h_{k} \mathbb{E}_{x}\left(h_{k+n} \mid X_{k}\right)\right)\right| \leq \mathbb{E}_{x}\left(\left|h_{k}\right|\right)\left\|\mathbb{E}_{x}\left(h_{k+n} \mid X_{k}\right)\right\|_{\infty}=\mathbb{P}_{x}(A)\left\|\mathbb{E}_{x}\left(\mathbb{E}_{x}\left(h_{k+n} \mid X_{k+n-2}, \ldots, X_{1}\right) \mid X_{k}\right)\right\|_{\infty} \\
& =\mathbb{P}_{x}(A)\left\|\mathbb{E}_{x}\left(\mathbb{E}_{x}\left(h_{k+n} \mid X_{k+n-2}\right) \mid X_{k}\right)\right\|_{\infty}, \text { by the Markov property } \\
& \leq \mathbb{P}_{x}(A) \cdot C_{m i x} \theta^{n-2}\left\|\mathbb{E}_{x}\left(h_{k+n} \mid X_{k+n-2}\right)\right\|_{\infty}, \text { by uniform ellipticity and (2.11)} .
\end{aligned}
$$

The constants $C_{m i x}$ and $\theta$ are independent of $x$, because the Markov chains $\mathrm{X} \mid X_{1}=x$ all have the same transition probabilities, and therefore the same ellipticity constant.

Invoking the claim, we find that

$$
\left|\mathbb{P}_{x}(A \cap B)-\mathbb{P}_{x}(A) \mathbb{P}_{x}(B)\right| \leq \mathbb{P}_{x}(A) \cdot C_{m i x} \theta^{n-2} \cdot K \mathbb{E}_{x}\left(\left|h_{k+n}\right|\right) \leq 2 K C_{m i x} \theta^{n-2} \mathbb{P}_{x}(A) \mathbb{P}_{x}(B)
$$

Dividing by $\mathbb{P}_{x}(A) \mathbb{P}_{x}(B)$ and passing to the supremum over $A \in \mathscr{F}_{k}, B \in \mathscr{F}_{k+n}$, gives $\psi_{x}(n) \leq 2 K C_{m i x} \theta^{n-2}$. So $\psi_{x}(n) \rightarrow 0$ exponentially fast, uniformly in $x$. By (2.35), $\alpha_{x}(n), \rho_{x}(n), \phi_{x}(n) \rightarrow 0$ exponentially fast, uniformly in $x$.

Proposition 2.26 Let X be a Markov chain with the following properties:
(1) $\exists \kappa>0$ such that $\mathbb{P}\left(X_{n}=x\right)>\kappa$ for every $n \geq 1$ and $x \in \Im_{n}\left(\right.$ so $\left.\left|\Im_{n}\right|<1 / \kappa\right)$; (2) $\phi(n) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0$.

Then $X$ satisfies the $\gamma$-step ellipticity condition for all $\gamma$ large enough.
Proof By (1), all state spaces are finite. Define a measure on $\Im_{n}$ by $\mu_{n}(E)=\mathbb{P}\left(X_{n} \in E\right)$, and let $p_{n}(x, y):=$ $\frac{\mathbb{P}\left(X_{n+1}=y \mid X_{n}=x\right)}{\mathbb{P}\left(X_{n+1}=y\right)}$. This is well-defined by (1), and
(a) By construction, $\pi_{n, n+1}(x, \mathrm{~d} y)=p_{n}(x, y) \mu_{n+1}(\mathrm{~d} y)$.
(b) $\operatorname{By}(1), p_{n}(x, y) \leq 1 / \mathbb{P}\left(X_{n+1}=y\right) \leq \kappa^{-1}$.
(c) By (2), for all $\gamma$ large enough, $\phi(\gamma)<\frac{1}{2} \kappa$. For such $\gamma$,

$$
\begin{aligned}
& \int_{\mathfrak{G}_{n+1} \Theta_{n+\gamma-1}} \cdots \int_{n}\left(x, y_{1}\right) \prod_{i=1}^{\gamma-2} p_{n+i}\left(y_{i}, y_{i+1}\right) p_{n+\gamma-1}\left(y_{\gamma-1}, z\right) \mu_{n+1}\left(\mathrm{~d} y_{1}\right) \cdots \mu_{n+\gamma}\left(\mathrm{d} y_{n+\gamma-1}\right) \\
& \quad=\mathbb{P}\left(X_{n+\gamma}=z \mid X_{n}=x\right) \geq \mathbb{P}\left(X_{n+\gamma}=z\right)-\phi\left(\mathscr{F}_{n}, \mathscr{F}_{n+\gamma}\right) \geq \kappa-\phi(\gamma)>\frac{1}{2} \kappa
\end{aligned}
$$

We obtain the $\gamma$-ellipticity condition with ellipticity constant $\frac{1}{2} \kappa$.

### 2.6 Reduction to Point Mass Initial Distributions

In this section we explain how to reduce limit theorems for general Markov arrays to the special case when the initial distributions are Dirac measures.

Lemma 2.27 Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X. Then there is an a.s. uniformly bounded additive functional g on a uniformly elliptic Markov array Y such that:

1. The initial distributions of Y are point mass measures;
2. $S_{N}(\mathrm{f})$ and $S_{N}(\mathrm{~g})$ are equal in distribution, for all $N$;
3. $u^{(N)}(\mathrm{g})=u^{(N)}(\mathrm{f})$ and $d_{n}^{(N)}(\xi, \mathrm{f})=d_{n}^{(N)}(\xi, \mathrm{g})$ for all $\xi \in \mathbb{R}$, and $5 \leq n \leq k_{N}$.

Proof Suppose X has row lengths $k_{N}+1$, state spaces $\mathcal{S}_{n}^{(N)}$, initial distributions $\pi^{(N)}(\mathrm{d} x)$, and transition probabilities $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)=p_{n}^{(N)}(x, y) \mu_{n+1}^{(N)}(\mathrm{d} y)$, where $p_{n}^{(N)}$ and $\mu_{n}^{(N)}$ satisfy the uniform ellipticity conditions, with constant $\epsilon_{0}$.

Construct a Markov array Y , with the following data:

- Row Lengths: $k_{N}+1$.
- State Spaces: $\widetilde{\mathcal{G}}_{1}^{(N)}=\left\{x_{0}\right\}$ (a single point), $\widetilde{\mathcal{S}}_{2}^{(N)}:=\mathbb{\Im}_{1}^{(N)} \times \mathbb{\Im}_{2}^{(N)}$, and $\widetilde{\mathfrak{G}}_{n}^{(N)}:=\mathbb{\Im}_{n}^{(N)}$ for $3 \leq n \leq k_{N}+1$.
- Initial Distributions: $\widetilde{\pi}^{(N)}:=$ point mass measure at $x_{0}$.
- Transition Probabilities: $\widetilde{\pi}_{n, n+1}^{(N)}(x, \mathrm{~d} y):=\widetilde{p}_{n}^{(N)}(x, y) \widetilde{\mu}_{n+1}^{(N)}(\mathrm{d} y)$, where
$-\widetilde{p}_{1}^{(N)} \equiv 1$ and $\widetilde{\mu}_{2}^{(N)}\left(\mathrm{d} x_{1}, \mathrm{~d} x_{2}\right):=p_{1}^{(N)}\left(x_{1}, x_{2}\right) \pi^{(N)}\left(\mathrm{d} x_{1}\right) \mu_{2}^{(N)}\left(\mathrm{d} x_{2}\right) ;$
$-\widetilde{p}_{2}^{(N)}\left(\left(x_{1}, x_{2}\right), x_{3}\right):=p_{2}^{(N)}\left(x_{2}, x_{3}\right)$ and $\widetilde{\mu}_{3}^{(N)}:=\mu_{3}^{(N)}$;
- $\widetilde{p}_{n}^{(N)}:=p_{n}^{(N)}$ and $\widetilde{\mu}_{n+1}^{(N)}:=\mu_{n+1}^{(N)}$ for $3 \leq n \leq k_{N}$.

Note that $\left(Y_{1}^{(N)}, \ldots, Y_{k_{N}+1}^{(N)}\right)$ and $\left(x_{0},\left(X_{1}^{(N)}, X_{2}^{(N)}\right), X_{3}^{(N)}, \ldots, X_{k_{N}+1}^{(N)}\right)$ have the same joint distribution, and the initial distributions of $Y$ are point mass measures.

Next construct an additive functional g on $\mathrm{Y}: g_{1}^{(N)}\left(x_{0},\left(x_{1}, x_{2}\right)\right):=f_{1}^{(N)}\left(x_{1}, x_{2}\right), g_{2}^{(N)}\left(\left(x_{1}, x_{2}\right), x_{3}\right):=$ $f_{2}^{(N)}\left(x_{2}, x_{3}\right)$, and $g_{n}^{(N)} \equiv f_{n}^{(N)}$ for $3 \leq n \leq k_{N}$.

Clearly ess sup $|\mathrm{g}|<\infty$, and $S_{N}(\mathrm{f})$ and $S_{N}(\mathrm{~g})$ are equal in distribution, for all $N$.
We check that $Y$ is uniformly elliptic. Clearly, $0 \leq \widetilde{p}_{i}^{(N)} \leq \epsilon_{0}^{-1}$ for all $i$. Next,

$$
\begin{aligned}
& \int \widetilde{p}_{1}^{(N)}\left(x_{0},\left(x_{1}, x_{2}\right)\right) \widetilde{p}_{2}^{(N)}\left(\left(x_{1}, x_{2}\right), x_{3}\right) \widetilde{\mu}_{2}^{(N)}\left(\mathrm{d} x_{1}, \mathrm{~d} x_{2}\right)=\iint p_{2}^{(N)}\left(x_{2}, x_{3}\right) p_{1}^{(N)}\left(x_{1}, x_{2}\right) \mu_{2}^{(N)}\left(\mathrm{d} x_{2}\right) \pi^{(N)}\left(\mathrm{d} x_{1}\right) \geq \epsilon_{0}, \\
& \text { and } \int \widetilde{p}_{2}^{(N)}\left(\left(x_{1}, x_{2}\right), x_{3}\right) \widetilde{p}_{3}^{(N)}\left(x_{3}, x_{4}\right) \widetilde{\mu}_{3}^{(N)}\left(\mathrm{d} x_{3}\right)=\int p_{2}^{(N)}\left(x_{2}, x_{3}\right) p_{3}^{(N)}\left(x_{3}, x_{4}\right) \mu_{3}^{(N)}\left(\mathrm{d} x_{3}\right) \geq \epsilon_{0} .
\end{aligned}
$$

For $i \geq 3, \int \widetilde{p}_{i}^{(N)}\left(x_{i}, x_{i+1}\right) \widetilde{p}_{i+1}^{(N)}\left(x_{i+1}, x_{i+2}\right) \widetilde{\mu}_{i+1}^{(N)}\left(\mathrm{d} x_{i+1}\right) \geq \epsilon_{0}$ is obvious.

### 2.7 Notes and References

For a comprehensive treatment of Markov chains on general state spaces, see Doob's book [62]. For a comprehensive account of mixing conditions, see [16].

Uniform ellipticity is one of a plethora of contraction conditions for Markov operators, that were developed over the years as sufficient conditions for mixing results such as Proposition 2.13. We mention in particular the works of Markov [137], Doeblin [51, 52], Hajnal [94], Doob [62], and Dobrushin [50] (see also Seneta [179] and Sethuraman \& Varadhan [181]).

We note that in analysis literature the notion of ellipticity has a different meaning. A second order differential operator $D$ on a $d$ dimensional manifold $M$ is called elliptic if it can be written in local coordinates as

$$
D \phi=\frac{1}{2} \sum_{i, j=1}^{d} a_{i j}(z) \frac{\partial^{2} \phi}{\partial z_{i} \partial z_{j}}+\sum_{j=1}^{d} b_{j}(z) \frac{\partial \phi}{\partial z_{j}}
$$

where matrix $\left(a_{i j}\right)$ is positive definite.
If $\left\{X_{t}\right\}$ is a diffusion process on a compact manifold then considering our process at integer times we obtain the process which satisfies one step ellipticity condition in our sense. In fact, a weaker condition called hypoellipticity introduced in [101] is sufficient for this purpose.

However, if the phase space is not compact, then the analytic and probabilistic notions of ellipticity are different. For example, the Brownian Motion considered in $\S 3.3$ is elliptic in the analytic sense but not in the probabilistic sense. In fact, the Brownian Motion is null recurrent and the theory of this book does not apply to it. We refer the reader to [195] and [102] for more information about elliptic and hypoelliptic operators.

Proposition 2.8 is similar in spirit to Doeblin's estimates for the stationary probability vector of a Markov chain satisfying Doeblin's condition [51, 52].

The contraction coefficients in section 2.2.2 are also called "ergodicity coefficients." They play a major role in Dobrushin's proof of the CLT for inhomogeneous Markov chains [50]. Our treatment of contraction coefficients follows [181] closely. Lemma 2.11 and its proof are taken from there.

The construction we call "change of measure" is crucial for the analysis of large deviations, see §7.3.1.
The quantities $\mathfrak{D}(X, \xi)$ were first used by Mukhin in [148]. They play a central role in the local limit theorem for sums of independent random variables. For details and additional references, see $\S \S 8.2,8.7$.

The balance of hexagon is related to classical constructions in dynamical systems, which we would like to explain. Consider invertible maps $\mathcal{T}_{n}: \Omega_{n} \rightarrow \Omega_{n+1}$ between metric spaces $\left(\Omega_{n}, d_{n}\right)$. Given $a_{0} \in \Omega_{0}$, let

$$
a_{n}:= \begin{cases}\left(\mathcal{T}_{n-1} \circ \cdots \circ \mathcal{T}_{0}\right)\left(a_{0}\right) & n>0 \\ \left(\mathcal{T}_{-1} \circ \cdots \circ \mathcal{T}_{-n}\right)^{-1}\left(a_{0}\right) & n<0\end{cases}
$$

This has the merit that for all $n>m$ in $\mathbb{Z},\left(\mathcal{T}_{n} \circ \mathcal{T}_{n-1} \circ \cdots \mathcal{T}_{m}\right)\left(a_{m}\right)=a_{n}$.

- We say that $a_{0}, b_{0} \in \Omega_{0}$ are in the same stable manifold, and write $a_{0} \sim_{s} b_{0}$, if $d_{n}\left(a_{n}, b_{n}\right) \rightarrow 0$ exponentially as $n \rightarrow+\infty$.
- We say that $a_{0}, b_{0} \in \Omega_{0}$ are in the same unstable manifold, and write $a_{0} \sim_{u} b_{0}$, if $d_{n}\left(a_{n}, b_{n}\right) \rightarrow 0$ exponentially as $n \rightarrow-\infty$.
(In the classical dynamical setup the equivalence classes are indeed submanifolds, but this is not the case in the general setup we consider.)

Given a sequence of uniformly Hölder functions $f_{n}: \Omega_{n} \rightarrow \mathbb{R}$, and points $a_{0}, b_{0}, c_{0}, d_{0} \in \Omega_{0}$ such that $a_{0} \sim_{s} b_{0}, \quad c_{0} \sim_{s} d_{0}, \quad a_{0} \sim_{u} d_{0}, \quad b_{0} \sim_{u} c_{0}$ we define the periodic cycle functional

$$
\Delta(a, b, c, d)=\sum_{n \in \mathbb{Z}}\left[f_{n}\left(a_{n}\right)-f_{n}\left(b_{n}\right)+f_{n}\left(c_{n}\right)-f_{n}\left(d_{n}\right)\right]
$$

To see that the series converges, use the decomposition $\Delta=\sum_{n \geq 0}\left[f_{n}\left(a_{n}\right)-f_{n}\left(b_{n}\right)\right]+\sum_{n \geq 0}\left[f_{n}\left(c_{n}\right)-f_{n}\left(d_{n}\right)\right]+$ $\sum_{n<0}\left[f_{n}\left(a_{n}\right)-f_{n}\left(d_{n}\right)\right]+\sum_{n<0}\left[f_{n}\left(c_{n}\right)-f_{n}\left(b_{n}\right)\right]$.

To relate this expression to our setting we assume that our Markov chain is defined for all $n \in \mathbb{Z}$ (if it is not the case we can extend it to negative $n$ in an arbitrary way so that the ellipticity conditions are satisfied). Let $\Omega_{n}$ be the space of sequences $\left\{X_{k}\right\}$ with $X_{k} \in \Im_{n+k}$ and put $d_{n}\left(\left\{X_{k}\right\},\left\{Z_{k}\right\}\right)=2^{-\max \left(\ell: X_{j}=Z_{j} \text { for }|j|<\ell\right)}$. We regard $f_{n}\left(X_{n}, X_{n+1}\right)$ as a functions on $\Omega_{n}$ which depend only on coordinates 0 and 1 of a sequence $\left\{X_{k}\right\}$ from $\Omega_{n}$.

Let $\mathcal{T}_{n}$ be the shift. Given $\left\{X_{k}\right\},\left\{Z_{k}\right\} \in \Omega_{0}, Y_{n-1}, Y_{n}$ let

$$
\begin{aligned}
& a_{0}=c_{0}=\left\{\ldots Z_{n-3}, Z_{n-2}, Z_{n-1}, Y_{n}, X_{n+1}, X_{n+2}, \ldots\right\}, \\
& b_{0}=d_{0}=\left\{\ldots Z_{n-3}, Z_{n-2}, Y_{n-1}, X_{n}, X_{n+1}, X_{n+2}, \ldots\right\} .
\end{aligned}
$$

A direct computation shows that $\Delta\left(a_{0}, b_{0}, c_{0}, d_{0}\right)=2 \Gamma\left(Z_{n-2}, \begin{array}{l}Z_{n-1} Y_{n} \\ Y_{n-1}\end{array} X_{n}, X_{n+1}\right)$.

In the case where $\left(\Omega_{n}, \mathcal{T}_{n}\right)=(\Omega, \mathcal{T})$ do not depend on $n, \Delta(\cdot)$ appears in several problems associated to dynamics of $\mathcal{T}$ (see [19, 106]). The relevance to mixing properties is noted in [25], (cf. (6.5) in the present text.)

The application to cancellation properties of twisted transfer operators (called in Chapters 5 and 6 "perturbation operators") appear in [54]. Some of ideas of [54] are employed in Chapter 5, see in particular, Lemma 5.6. One can also define cycles of length greater than four. Such cycles could often be studied by breaking them into shorter cycles, cf. the discussion after (9.16).

We end with a warning. It is tempting to speak loosely of the hexagon measure $m_{\mathrm{Hex}}$ as "the distribution of pairs of independent paths $\left(x_{n-1}, *, *, x_{n+1}\right)$ with the same beginning and end," but this is misleading.

Specifically, if the state spaces of $X$ are discrete (or more generally if the measures $\mu_{n}^{(N)}$ are all atomic), then there is a well-defined measure $m_{\mathrm{Hex}}^{\prime \prime}$ on $\operatorname{Hex}(N, n)$ obtained by taking two independent copies $\left\{X_{n}^{(N)}\right\},\left\{Y_{n}^{(N)}\right\}$ of X, and looking at the distribution of $\left(\begin{array}{ccc} & X_{n-1}^{(N)} & X_{n}^{(N)} \\ X_{n-2}^{(N)} & \\ & Y_{n-1}^{(N)} & Y_{n}^{(N)}\end{array}\right)$ Y $\left.\begin{array}{l}(N)\end{array}\right)$ conditioned on the event $\left\{X_{n-2}^{(N)}=Y_{n-2}^{(N)}, X_{n+1}^{(N)}=Y_{n+1}^{(N)}\right\}$ (this event has positive measure by discreteness and uniform ellipticity). The measures $m_{\text {Hex }}$ and $m_{\text {Hex }}^{\prime \prime}$ are quite different, and the Radon-Nikodym derivative $\frac{\mathrm{d} m_{\text {Hex }}^{\prime \prime}}{\mathrm{d} m_{\mathrm{Hex}}}$ does not even have to be uniformly bounded away from zero and infinity in $N$. The reader is invited to compare the two measures in the special case when $X_{n}$ are independent. (We thank E. Solan for this observation.)

## Chapter 3

Variance Growth, Center-Tightness, and the Central Limit Theorem


#### Abstract

We analyze the variance of $S_{N}=f_{1}\left(X_{1}, X_{2}\right)+\cdots+f_{N}\left(X_{N}, X_{N+1}\right)$, and characterize the additive functionals for which $\operatorname{Var}\left(S_{N}\right) \nrightarrow \infty$. Then we prove Dobrushin's theorem: If $\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$, then $S_{N}$ satisfies the central limit theorem.


### 3.1 Main Results

Let f be an additive functional on a Markov array X with row lengths $k_{N}+1$. We let $S_{N}=\sum_{i=1}^{k_{N}} f_{i}^{(N)}\left(X_{i}^{(N)}, X_{i+1}^{(N)}\right)$. For Markov chains, $k_{N}=N$, and $S_{N}=\sum_{i=1}^{N} f_{i}\left(X_{i}, X_{i+1}\right)$.

### 3.1.1 Center-Tightness and Variance Growth

We say that f is center-tight if there are constants $m_{N}$ such that for every $\epsilon>0$, there exists $M$ for which $\mathbb{P}\left[\left|S_{N}-m_{N}\right|>M\right]<\epsilon$ for all $N$.

We shall see in Theorem 3.8 below that $f$ is center-tight iff $\operatorname{Var}\left(S_{N}\right) \nrightarrow \infty$. Obviously, in such a situation the right hand side in $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \stackrel{?}{\sim} \frac{e^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}$ can be made larger than one by choosing $|a-b|$ sufficiently big, and the asymptotic relation in the "standard" LLT fails. One could hope for a different universal asymptotic behavior, but this is hopeless:

Example 3.1 (Non-Universality in the LLT for Center-Tight Functionals) Let $X_{n}$ be identically distributed independent random variables with uniform distribution on [ 0,1$]$. Choose an arbitrary sequence of random variables $\left\{Z_{n}\right\}_{n \geq 1}$ taking values in $[0,1]$. By the isomorphism theorem for Lebesgue spaces, there are measurable functions $g_{n}:[0,1] \rightarrow[0,1]$ such that $g_{0} \equiv 0$, and $g_{n}\left(X_{n}\right)=Z_{n}$ in distribution. Let $f_{n}\left(X_{n}, X_{n+1}\right):=$ $g_{n+1}\left(X_{n+1}\right)-g_{n}\left(X_{n}\right)$. Then $S_{N}=Z_{N+1}$ in distribution, f is center-tight, and $\mathbb{P}\left(S_{N} \in(a, b)\right)=\mathbb{P}\left(Z_{N+1} \in(a, b)\right)$ is completely arbitrary.

Every Markov array admits center-tight additive functionals. Here are three constructions which lead to such examples (in the uniformly bounded, uniformly elliptic case, all center-tight additive functionals arise this way, see Theorem 3.8 below):

Example 3.2 (Gradients) A gradient $\mathfrak{f}$ on a Markov chain X is an additive functional of the form $f_{n}(x, y):=$ $a_{n+1}(y)-a_{n}(x)$, where $a_{n}: \Im_{n} \rightarrow \mathbb{R}$ are measurable, and ess sup $|a|<\infty$. Similarly, gradients for Markov arrays are defined by $f_{n}^{(N)}(x, y)=a_{n+1}^{(N)}(y)-a_{n}^{(N)}(x)$, where $a_{n}^{(N)}: \Im_{n}^{(N)} \rightarrow \mathbb{R}$ are measurable and uniformly essentially bounded. We write

$$
\mathrm{f}=\nabla \mathrm{a},
$$

and say that $f$ is the gradient of a and a is the potential of $f .{ }^{1}$
If $\mathrm{f}=\nabla \mathrm{a}$, then $S_{N}(\mathrm{f})$ is telescopic, and $\left|S_{N}(\mathrm{f})\right| \leq$ 2ess sup |a|. So f is center-tight (take $m_{N}:=0$ and $M:=$ 3ess sup $|\mathrm{a}|$ ).

[^2]Example 3.3 (Summable Variance) An additive functional f has summable variance, if it is a.s. uniformly bounded, and $V_{\infty}<\infty$, where

$$
V_{\infty}:= \begin{cases}\sum_{n=1}^{\infty} \operatorname{Var}\left[f_{n}\left(X_{n}, X_{n+1}\right)\right] & \mathrm{X} \text { is a Markov chain } \\
\sup _{N} \sum_{n=1}^{k_{N}} \operatorname{Var}\left[f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)\right] & \mathrm{X} \text { is a Markov array with } \\
\text { row lengths } k_{N}+1\end{cases}
$$

If X is uniformly elliptic and $|\mathrm{f}| \leq K$ a.s., then summable variance implies center-tightness. This follows from Chebyshev's inequality and the following lemma:

Lemma 3.4 Let f be a uniformly bounded functional on a uniformly elliptic Markov array. Then $\operatorname{Var}\left(S_{N}\right) \leq$ $\bar{V}_{N}\left(1+\frac{2 C_{m i x}}{1-\theta}\right)$ where $\bar{V}_{N}:=\sum_{n=1}^{k_{N}} \operatorname{Var}\left(f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)\right)$, and $C_{m i x}$ and $0<\theta<1$ are as in Prop. 2.13.

Proof We give the proof for Markov chains (the proof for arrays is identical). Recall (2.13)

$$
\begin{gathered}
\operatorname{Var}\left(S_{N}\right)=\sum_{n=1}^{N} \operatorname{Var}\left(f_{n}\right)+2 \sum_{n=1}^{N-1} \sum_{m=n+1}^{N} \operatorname{Cov}\left(f_{n}, f_{m}\right) \leq \bar{V}_{N}+2 C_{m i x} \sum_{n=1}^{N-1} \sum_{m=n+1}^{N} \theta^{m-n} \sqrt{\operatorname{Var}\left(f_{n}\right) \operatorname{Var}\left(f_{m}\right)}, \\
\leq \bar{V}_{N}+2 C_{m i x} \sum_{j=1}^{N-1} \theta^{j} \sum_{n=1}^{N-j} \sqrt{\operatorname{Var}\left(f_{n}\right) \operatorname{Var}\left(f_{n+j}\right)} \stackrel{!}{<} \bar{V}_{N}+\frac{2 C_{m i x} \bar{V}_{N}}{1-\theta} \quad\left(\stackrel{!}{<} \text { uses that } a b \leq\left(a^{2}+b^{2}\right) / 2\right) .
\end{gathered}
$$

Example 3.5 Suppose $X$ is uniformly elliptic. Then every additive functional of the form $f=g+h$, where $g$ is a gradient and h has summable variance, is center-tight. The proof is a simple union bound, and we omit it.

Henceforth, we assume the following conditions:
(E) $\mathrm{X}=\left\{X_{n}^{(N)}\right\}$ is a uniformly elliptic inhomogeneous Markov array with row lengths $k_{N}+1$, and ellipticity constant $\epsilon_{0}$. We denote the state spaces by $\mathbb{S}_{n}^{(N)}$, the initial distributions by $\pi^{(N)}$, and the transition probabilities by $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)=p_{n}^{(N)}(x, y) \mu_{n+1}^{(N)}(\mathrm{d} y)$, where $p_{n}^{(N)}$ are as in the definition of uniform ellipticity.
(B) $\mathfrak{f}=\left\{f_{n}^{(N)}\right\}$ is an a.s. uniformly bounded additive functional on X , satisfying the bound $|\mathrm{f}| \leq K$ almost surely.
Let $V_{N}:=\operatorname{Var}\left(S_{N}\right)$ and $U_{N}:=\sum_{n=3}^{k_{N}}\left(u_{n}^{(N)}\right)^{2}$, where $u_{n}^{(N)}$ are as in (2.26).
Theorem 3.6 (Variance Growth) There are constants $C_{1}, C_{2}>0$ which only depend on $\epsilon_{0}, K$ such that for all $N$,

$$
C_{1}^{-1} U_{N}-C_{2} \leq \operatorname{Var}\left(S_{N}\right) \leq C_{1} U_{N}+C_{2}
$$

Corollary 3.7 Suppose X is a Markov chain. Either $\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$ or $\operatorname{Var}\left(S_{N}\right)$ is bounded. Moreover, $\operatorname{Var}\left(S_{N}\right) \asymp$ $\sum_{n=3}^{N} u_{n}^{2}$, with the $u_{n}$ from (2.26).
(The the first part of the corollary is clearly false for arrays.) We return to arrays:
Theorem 3.8 $\operatorname{Var}\left(S_{N}\right)$ is bounded iff f is center-tight iff $\mathrm{f}=\nabla a+\mathrm{h}$ where a is a uniformly bounded potential, and h has summable variance.

Corollary 3.9 f is center-tight iff $\sup _{N \geq 1} U_{N}<\infty$.

Theorem 3.6 is a statement on the localization of cancellations. In general, if the variance of an additive functional of a stochastic process does not tend to infinity, then there must be some strong cancellations in $S_{N}$. A priori, these cancellations may involve summands which are far from each other. Theorem 3.6 says that strong cancellations must already occur among three consecutive terms $f_{n-2}^{(N)}+f_{n-1}^{(N)}+f_{n}^{(N)}$ : this is what $u_{N}^{(N)}$ measures.

If $f$ depends only on one variable (i.e. $f_{n}^{(N)}(x, y)=f_{n}^{(N)}(x)$ ), and if we have the one-step ellipticity condition $\epsilon_{0} \leq p_{n}^{(N)}(x, y) \leq \epsilon_{0}^{-1}$, then one can show that there are constants $\widehat{C}_{1}, \widehat{C}_{2}$ such that

$$
\begin{equation*}
\widehat{C}_{1}^{-1} \sum_{n} \operatorname{Var}\left(f_{n}\left(X_{n}\right)\right)-\widehat{C}_{2} \leq V_{N} \leq \widehat{C}_{1}\left(\sum_{n} \operatorname{Var}\left(f_{n}\left(X_{n}\right)\right)\right)+\widehat{C}_{2} \tag{3.1}
\end{equation*}
$$

(see [50, 181] for an even more general statement). See the end of §3.2.2.
The estimate (3.1) does not hold when $f_{n}^{(N)}$ depends on two variables. For example, if $f_{n}^{(N)}$ is a gradient with bounded potential, then $V_{N}$ is bounded, but $\sum_{n=1}^{N} \operatorname{Var}\left(f_{n}^{(N)}\left(X_{n}, X_{n+1}\right)\right)$ could be arbitrarily large.

### 3.1.2 The Central Limit Theorem and the Two-Series Theorem

Theorem 3.10 (Dobrushin) Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X. If $\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$, then for every interval,

$$
\mathbb{P}\left[\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{\operatorname{Var}\left(S_{N}\right)}} \in(a, b)\right] \underset{N \rightarrow \infty}{\longrightarrow} \frac{1}{\sqrt{2 \pi}} \int_{a}^{b} \mathrm{e}^{-t^{2} / 2} \mathrm{~d} t
$$

The proof we give (due to Sethuraman \& Varadhan) is based on McLeish's martingale central limit theorem. This is recalled in §3.2.3.

Suppose X is a Markov chain, and $\mathbb{E}\left(S_{N}\right)=0$ for all $N$. Dobrushin's Theorem compares $S_{N}$ to the Gaussian distribution with variance $V_{N}$. In $\S 3.3$ we will state and prove the almost sure invariance principle, which compares ( $S_{N}, S_{N+1}, \ldots$ ) to a path of Brownian motion, at times $V_{N}, V_{N+1}, \ldots$. One consequence is the law of the iterated logarithm

$$
\limsup _{N \rightarrow \infty} \frac{S_{N}}{\sqrt{2 V_{N} \ln \ln V_{N}}}=1, \quad \liminf _{N \rightarrow \infty} \frac{S_{N}}{\sqrt{2 V_{N} \ln \ln V_{N}}}=-1 .
$$

See $\S 3.3$ for precise statements and proofs.
Dobrushin's CLT implies that if $V_{N} \rightarrow \infty$, then for any bounded continuous function $\phi: \mathbb{R} \rightarrow \mathbb{R}$ we have

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\phi\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)\right]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \phi(z) \mathrm{e}^{-z^{2} / 2} d z
$$

We will now discuss the (unbounded) case $\phi(x)=x^{r}(r \in \mathbb{N})$ :
Theorem 3.11 (Lifshits) Let f be a bounded additive functional of a uniformly elliptic Markov chain such that $\mathbb{E}\left(S_{N}\right)=0$ for all $N$. If $\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$, then

$$
\lim _{N \rightarrow \infty} \frac{\mathbb{E}\left[S_{N}^{r}\right]}{V_{N}^{r / 2}}= \begin{cases}0 & r \text { is odd }  \tag{3.2}\\ (r-1)!!:=(r-1)(r-3) \cdots 3 \cdot 1 & r \text { is even } .\end{cases}
$$

Recall that the $\boldsymbol{r}^{\boldsymbol{t h}}$-moment of an $L^{r}$ random variable $X$ is the number $\mathbb{E}\left[X^{r}\right]$. The right-hand-side of (3.2) is well-known to be the $r$-th moment of the standard normal distribution. Therefore (3.2) is simply the statement that the moments of $S_{N} / \sqrt{V_{N}}$ converge to the moments of the standard Gaussian distribution.

The next result, which describes the case when $\operatorname{Var}\left(S_{N}\right) \nrightarrow \infty$, is a version of the "two-series theorem" of Khintchin and Kolmogorov (originally proved for iid's):

Theorem 3.12 Let f be an a.e. uniformly bounded additive functional of a uniformly elliptic inhomogeneous Markov chain X.
(1) If $\sum_{n=1}^{\infty} \operatorname{Var}\left[f_{n}\left(X_{n}, X_{n+1}\right)\right]<\infty$, then $\lim _{n \rightarrow \infty}\left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)$ exists a.s., and is finite.
(2) $\operatorname{Var}\left(S_{N}\right) \nrightarrow \infty$ iff there exist measurable functions $a_{n}: \Im_{n} \rightarrow \mathbb{R}$ such that ess sup $|\mathrm{a}|<\infty$, and $\lim _{n \rightarrow \infty}\left(S_{N}-\right.$ $\left.a_{N+1}\left(X_{N+1}\right)-\mathbb{E}\left(S_{N}\right)\right)$ exists a.s., and is finite.

The theorem makes no sense for Markov arrays. For arrays, $S_{N}$ live on different uncoupled probability spaces, and they cannot be evaluated at the same point.

Example 3.13 (Optimality of Theorem 3.12) Let $X_{n}$ be a sequence of iid random variables taking values $\pm 1$ with probability $1 / 2$.

Let $a_{n}(x)=\sigma_{n} x$, and $\mathrm{f}:=\nabla$ a, then $S_{N}=a_{N+1}\left(X_{N+1}\right)-a_{1}\left(X_{1}\right)$, and the a.s. convergence of $S_{N}-\mathbb{E}\left(S_{N}\right)$ reduces to the a.s. convergence of $a_{N}\left(X_{N}\right)$.

- If $\sigma_{n}^{2}:=1 / n$, then $\left|a_{N}\right| \leq 1 / \sqrt{N}$ and so $a_{N} \rightarrow 0$ a.e. Thus $\lim \left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)$ exists a.s., even though $\sum \operatorname{Var}\left[f_{n}\right]=\infty$. This shows that part 1 of Theorem 3.12 cannot be strengthened to an iff statement.
- If $\sigma_{n}^{2}:=1$, then $a_{N}\left(X_{N}\right)=X_{N}$, which oscillates a.s. without converging. So $\lim \left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)$ does not exist, even though $\operatorname{Var}\left(S_{N}\right)$ is bounded. However, $S_{N}-a_{N+1}\left(X_{N+1}\right)-\mathbb{E}\left(S_{N}\right)$ converges a.s. (to $\left.-a_{1}\left(X_{1}\right)\right)$. This shows that sometimes, the term $a_{N+1}\left(X_{N+1}\right)$ in part 2 of Theorem 3.12 is really necessary.


### 3.2 Proofs

### 3.2.1 The Gradient Lemma

Lemma 3.14 (Gradient Lemma) Suppose $f$ is an additive functional on a uniformly elliptic Markov array X with state spaces $\mathfrak{S}_{n}^{(N)}$, and assume ess sup $|\mathrm{f}| \leq K$. Then

$$
\mathrm{f}=\widetilde{\mathrm{f}}+\nabla \mathrm{a}+\mathrm{c},
$$

where $\widetilde{f}, \mathrm{a}, \mathrm{c}$ are additive functionals on X with the following properties:
(a) $|\mathrm{a}| \leq 2 K$ and $a_{n}^{(N)}(x)$ are measurable functions on $\mathfrak{S}_{n}^{(N)}$.
(b) $|\mathrm{c}| \leq K$ and $c_{n}^{(N)}$ are constant functions.
(c) $\widetilde{|f|} \leq 6 K$ and $\widetilde{f}_{n}^{(N)}(x, y)$ satisfy $\left\|\widetilde{f}_{n}^{(N)}\right\|_{2} \leq u_{n}^{(N)}$ for all $3 \leq n \leq k_{N}+1$.

If X is a Markov chain, we can choose $f_{n}^{(N)}=f_{n}, a_{n}^{(N)}=a_{n}, c_{n}^{(N)}=c_{n}$.

Proof for Doeblin Chains: Before proving the lemma in full generality, we consider the simple but important special case of Doeblin chains (Example 2.7).

Recall that a Doeblin chain is a Markov chain X with finite state spaces $\Im_{n}$ of uniformly bounded cardinality, whose transition matrices $\pi_{x y}^{n}:=\pi_{n, n+1}(x,\{y\})$ satisfy the following properties:
(E1) $\exists \epsilon_{0}^{\prime}>0$ s.t. for all $n \geq 1$ and $(x, y) \in \Im_{n} \times \Im_{n+1}$, either $\pi_{x y}^{n}=0$ or $\pi_{x y}^{n}>\epsilon_{0}^{\prime}$;
(E2) for all $n$, for all $(x, z) \in \Im_{n} \times \Im_{n+2}, \exists y \in \Im_{n+1}$ such that $\pi_{x y}^{n} \pi_{y z}^{n+1}>0$.

We re-label the states in $\Im_{n}$ so that $\Im_{n}=\left\{1, \ldots, d_{n}\right\}$ where $d_{n} \leq d$, and in such a way that $\pi_{11}^{n}>0$ for all $n$. Assumption (E2) guarantees that for every $n \geq 3$ and every $x \in \mathbb{G}_{n}$ there exists a state $\xi_{n-1}(x) \in \mathbb{G}_{n-1}$ s.t. $\pi_{1, \xi_{n-1}(x)}^{n-2} \pi_{\xi_{n-1}(x), x}^{n-1}>0$. Let

$$
\begin{aligned}
& a_{1} \equiv 0, \quad a_{2} \equiv 0, \quad \text { and } a_{n}(x):=f_{n-2}\left(1, \xi_{n-1}(x)\right)+f_{n-1}\left(\xi_{n-1}(x), x\right) \text { for } n \geq 3 \\
& c_{1}:=0, \quad c_{2}:=0, \quad \text { and } c_{n}:=f_{n-2}(1,1) \text { for } n \geq 3 \\
& \widetilde{f}:=\mathrm{f}-\nabla \mathrm{a}-\mathrm{c} .
\end{aligned}
$$

We claim that $\widetilde{f}, a, c$ satisfy our requirements.
To explain why and to motivate the construction, consider the special case $u_{n}=0$. In this $\|\widetilde{f}\|_{2}=0$ and the lemma reduces to constructing functions $b_{n}: \Im_{n} \rightarrow \mathbb{R}$ s.t. $\mathfrak{f}=\nabla \mathrm{b}+\mathrm{c}$. We first try to solve $\mathrm{f}=\nabla \mathrm{b}$ with $\mathrm{c}=0$. Any solution must satisfy

$$
\begin{equation*}
f_{n}(x, y)=b_{n+1}(y)-b_{n}(x) \tag{3.3}
\end{equation*}
$$

Keeping $x$ fixed and solving for $b_{n+1}(y)$ we find that

$$
b_{n}(y)=b_{2}\left(x_{2}\right)+f_{2}\left(x_{2}, x_{3}\right)+\cdots+f_{n-2}\left(x_{n-2}, x_{n-1}\right)+f_{n-1}\left(x_{n-1}, y\right)
$$

for all paths $\left(x_{2}, \ldots, x_{n-1}, y\right)$ with positive probability. The path $x_{2}=\cdots=x_{n-2}=1, x_{n-1}=\xi_{n-1}(y)$ suggests defining

$$
b_{2} \equiv 0, b_{n}(y):=\sum_{k=2}^{n-3} f_{k}(1,1)+f_{n-2}\left(1, \xi_{n-1}(y)\right)+f_{n-1}\left(\xi_{n-1}(y), y\right)
$$

This works: for every $n \geq 3$, if $\pi_{x y}^{n}>0$ then

$$
\begin{align*}
& b_{n+1}(y)-b_{n}(x)=\left[f_{n-2}(1,1)+f_{n-1}\left(1, \xi_{n}(y)\right)+f_{n}\left(\xi_{n}(y), y\right)-f_{n-2}\left(1, \xi_{n-1}(x)\right)-f_{n-1}\left(\xi_{n-1}(x), x\right)-f_{n}(x, y)\right]+f_{n}(x, y) \\
& \left.\therefore b_{n+1}(y)-b_{n}(x)=\Gamma_{n}\left(\begin{array}{cc}
1 & \xi_{n}(y) \\
\xi_{n-1}(x) & x
\end{array}\right) y\right)+f_{n}(x, y) \stackrel{!}{=} f_{n}(x, y) \tag{3.4}
\end{align*}
$$

Here is the justification of $\stackrel{!}{=}$. In the setup we consider, the natural measure on the level $n$ hexagons is atomic, and every admissible hexagon has positive mass. So $u_{n}=0$ implies that $\Gamma_{n}(P)=0$ for every admissible hexagon, and $\stackrel{!}{=}$ follows.

We proved (3.3), but we are not yet done because it is not clear that ess sup $|\mathrm{b}|<\infty$.
To fix this decompose $b_{n}(y)=a_{n}(y)+\sum_{k=2}^{n-3} f_{k}(1,1)$. Then $|\mathrm{a}| \leq 2 K$, and a direct calculation shows that $f_{n}(x, y)=a_{n+1}(y)-a_{n}(x)+f_{n-2}(1,1)$, whence $\mathrm{f}=\nabla \mathrm{a}+\mathrm{c}$ with a essentially bounded. This proves the lemma in case $u_{n}=0$.

The general case $u_{n} \geq 0$ is done the same way: (3.4) implies that $\widetilde{f}:=\mathrm{f}-\nabla a-\mathrm{c} \equiv \mathrm{f}-\nabla \mathrm{b}$ is given by

$$
\widetilde{f_{n}}(x, y)=f_{n}(x, y)-\left(a_{n+1}(y)-a_{n}(x)\right)-c_{n}=-\Gamma_{n}\left(\begin{array}{cc}
1 & \xi_{n}(y) \\
\xi_{n-1}(x) & x
\end{array}\right)
$$

If $|\mathrm{f}| \leq K$, then $\left|\Gamma_{n}\right| \leq 6 K$, whence $|\widetilde{f}| \leq 6 K$. Next,

$$
\left\|\widetilde{f}_{n}\right\|_{2}^{2} \leq \mathbb{E}\left[\Gamma_{n}\left(\begin{array}{cc}
1 & \xi_{n} \\
& \xi_{n-1}\left(X_{n}\right) \\
& X_{n}\left(X_{n+1}\right) \\
X_{n+1}
\end{array}\right)^{2}\right]
$$

In the scenario we consider the space of admissible hexagons has a finite number of elements, and each has probability uniformly bounded below. So there is a global constant $C$ which only depends on sup $\left|\Im_{n}\right|$ and on $\epsilon_{0}^{\prime}$ in (E2) such that

$$
\mathbb{E}\left[\Gamma_{n}\left(\begin{array}{cc}
1 & \xi_{n}\left(X_{n+1}\right) \\
& \begin{array}{c}
1 \\
\\
\\
\xi_{n-1}\left(X_{n}\right) \\
X_{n}
\end{array}
\end{array} X_{n+1}\right)^{2}\right] \leq C \mathbb{E}\left[\Gamma(P)^{2}\right],
$$

where $P$ is a random hexagon in (Hex $(n), m_{\text {Hex }}$ ). So $\|\widetilde{f}\|_{2} \leq \sqrt{C} \cdot u_{n}^{2}$.
(The gradient lemma says that we can choose a and c so that $C=1$. The argument we gave does not quite give this, but the value of the constant is not important for the applications we have in mind.)
The Proof of the Gradient Lemma in the General Case: Recall the ladder process $\mathrm{L}=\left\{\underline{L}_{n}^{(N)}\right\}, \underline{L}_{n}^{(N)}=$ $\left(Z_{n-2}^{(N)}, Y_{n-1}^{(N)}, X_{n}^{(N)}\right)$ from §2.3.3. In what follows we omit the superscripts ${ }^{(N)}$ on the right hand side of identities.

Define $F_{n}^{(N)}\left(\underline{L}_{n}^{(N)}\right):=F_{n}\left(\underline{L}_{n}\right):=f_{n-2}\left(Z_{n-2}, Y_{n-1}\right)+f_{n-1}\left(Y_{n-1}, X_{n}\right)$ and

$$
\Gamma_{n}^{(N)}\left(\underline{L}_{n}^{(N)}, \underline{L}_{n+1}^{(N)}\right):=\Gamma_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right):=\Gamma\left(\begin{array}{cc}
Z_{n-1} Y_{n} \\
Z_{n-2} Y_{n-1} & X_{n}
\end{array} X_{n+1}\right), \text { see (2.25). }
$$

Then we have the following identity:

$$
\begin{equation*}
f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)=F_{n+1}\left(\underline{L}_{n+1}\right)-F_{n}\left(\underline{L}_{n}\right)+f_{n-2}\left(Z_{n-2}, Z_{n-1}\right)-\Gamma_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right) \tag{3.5}
\end{equation*}
$$

Next define $a_{n}^{(N)}: \Im_{n}^{(N)} \rightarrow \mathbb{R}$ and $c_{n}^{(N)} \in \mathbb{R}$ by

$$
\begin{align*}
& a_{n}^{(N)}(\xi):=\mathbb{E}\left(F_{n}\left(\underline{L}_{n}\right) \mid X_{n}=\xi\right) \quad\left(3 \leq n \leq k_{N}\right),  \tag{3.6}\\
& c_{n}^{(N)}:=\mathbb{E}\left[f_{n-2}\left(Z_{n-2}, Z_{n-1}\right)\right] . \tag{3.7}
\end{align*}
$$

By assumption, $|\mathrm{f}| \leq K$, so $|\mathrm{a}| \leq 2 K$ and $|\mathrm{c}| \leq K$.
Let $\widetilde{f}:=\mathrm{f}-\nabla \mathrm{a}-\mathrm{c}$. To prove the lemma, we need to bound $\widetilde{\mathrm{f}}$ in $L^{\infty}$, and in $L^{2}$.
Claim: For every $(\xi, \eta) \in \Theta_{n} \times \mathfrak{\Im}_{n+1}$,

$$
\left.\begin{array}{l}
c_{n}^{(N)}=\mathbb{E}\left[\mathbb{E}\left(f_{n-2}\left(Z_{n-2}, Z_{n-1}\right) \left\lvert\, \begin{array}{l}
X_{n+1}=\eta \\
X_{n}=\xi
\end{array}\right.\right)\right.
\end{array}\right], .
$$

Proof of the Claim. We use Lemma 2.22. The identity for $c_{n}^{(N)}$ is because $\left\{Z_{n}\right\}$ is independent from $\left\{X_{n}\right\}$. The identity for $a_{n}^{(N)}$ is because conditioned on $X_{n}, \underline{L}_{n}$ is independent of $X_{n+1}$. The identity for $a_{n+1}^{(N)}$ is because conditioned on $X_{n+1}, \underline{L}_{n+1}$ is independent of $X_{n}$.

With the claim proved, we can proceed to bound $\widetilde{f}$. Taking the conditional expectation $\mathbb{E}\left(\cdot \mid X_{n+1}^{(N)}=\eta, X_{n}^{(N)}=\right.$ $\xi$ ) on both sides of (3.5), we find that

$$
f_{n}^{(N)}(\xi, \eta)=a_{n+1}(\eta)-a_{n}(\xi)+c_{n}-\mathbb{E}\left(\Gamma_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right) \left\lvert\, \begin{array}{l}
X_{n+1}=\eta \\
X_{n}=\xi
\end{array}\right.\right)
$$

whence $\widetilde{f}_{n}(\xi, \eta):=-\mathbb{E}\left(\Gamma_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right) \left\lvert\, \begin{array}{l}X_{n+1}=\eta \\ X_{n}=\xi\end{array}\right.\right)$.
Clearly $\widetilde{f} \mid \leq 6 K$. To bound the $L^{2}$ norm we recall that the marginal distribution of $\left\{X_{n}\right\}$ with respect to the distribution of the ladder process is precisely the distribution of our original array. Therefore,

$$
\left\|\widetilde{f}_{n}^{(N)}\right\|_{2}^{2}=\mathbb{E}\left[\mathbb{E}\left(\Gamma_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right) \mid X_{n+1}, X_{n}\right)^{2}\right] \stackrel{!}{\leq} \mathbb{E}\left[\Gamma_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right)^{2}\right],
$$

where $\stackrel{!}{\leq}$ is because conditional expectations contract $L^{2}$-norms. By Lemma $2.22(\mathrm{~d}), \Gamma_{n}^{(N)}\left(\underline{L}_{n}, \underline{L}_{n+1}\right)$ is equal in distribution to the balance of a random level $N$ hexagon at position $n$, whence $\left\|\widetilde{f}_{n}^{(N)}\right\|_{2}^{2} \leq \mathbb{E}\left(\Gamma_{n}^{2}\right)=\left(u_{n}^{(N)}\right)^{2}$.

### 3.2.2 The Estimate of $\operatorname{Var}\left(S_{N}\right)$

We prove Theorem 3.6. Let X and f be as in assumptions (E) and (B), in particular $|\mathrm{f}| \leq K$ a.s., and the row lengths are $k_{N}+1$. Our aim is to bound $\operatorname{Var}\left(S_{N}\right)$ above and below by affine functions of the structure constants $U_{N}$. Henceforth, we fix $N$, and drop the superscripts ${ }^{(N)}$. So $X_{n}^{(N)}=X_{n}, f_{n}^{(N)}=f_{n}, u_{n}^{(N)}=u_{n}$ etc.

Preparatory Estimate. Let $\Phi_{t}:=f_{t}\left(X_{t}, X_{t+1}\right)+f_{t+1}\left(X_{t+1}, X_{t+2}\right)+f_{t+2}\left(X_{t+2}, X_{t+3}\right)$. There is a positive constant $C_{0}$ independent of $N$ such that for every $1 \leq t \leq k_{N}-1$,

$$
\begin{equation*}
\mathbb{E}\left[\operatorname{Var}\left(\Phi_{t} \mid X_{t}, X_{t+3}\right)\right] \geq C_{0} u_{t+2}^{2} \tag{3.8}
\end{equation*}
$$

Proof. By uniform ellipticity, $\pi_{n, n+1}\left(x_{n}, \mathrm{~d} y\right)=p_{n}\left(x_{n}, x_{n+1}\right) \mu_{n+1}\left(\mathrm{~d} x_{n+1}\right)$, with $p_{n}(\cdot, \cdot)$ as in the uniform ellipticity condition, with ellipticity constant $\epsilon_{0}$.

By Corollary 2.9, we may take $\mu_{n}=P_{n}$ for $n \geq 3$, where $P_{n}(E):=\mathbb{P}\left(X_{n} \in E\right)$. Henceforth integration variables ranging over subsets of $\Theta_{k}$ will be denoted by $x_{k}$ or $x_{k}^{\prime}$, and we will use the following short-hand for integrals and densities:

$$
p\left(x_{k}, \ldots, x_{k+\ell}\right):=\prod_{j=k}^{k+\ell-1} p_{j}\left(x_{j}, x_{j+1}\right), \int \varphi\left(x_{k}\right) \mathrm{d} x_{k}:= \begin{cases}\int_{\Im_{k}} \varphi\left(x_{k}\right) \mu_{k}\left(\mathrm{~d} x_{k}\right) & k>t \\ \int_{\mathfrak{S}_{t}} \varphi\left(x_{t}\right) P_{t}\left(\mathrm{~d} x_{t}\right) & k=t .\end{cases}
$$

The joint distribution of $\left(X_{t}, \ldots, X_{t+3}\right)$ is $p\left(x_{t}, \ldots, x_{t+3}\right) \mathrm{d} x_{t} \cdots \mathrm{~d} x_{t+3}$. Therefore:

$$
\begin{aligned}
& \mathbb{E}\left[\operatorname{Var}\left(\Phi_{t} \mid X_{t}, X_{t+3}\right)\right]=\iiint \int \operatorname{Var}\left(\Phi_{t} \left\lvert\, \begin{array}{c}
X_{t}=x_{t} \\
X_{t+3}=x_{t+3}
\end{array}\right.\right) p\left(x_{t}, \ldots, x_{t+3}\right) \mathrm{d} x_{t} \cdots \mathrm{~d} x_{t+3} \\
& =\iint \mathrm{d} x_{t} \mathrm{~d} x_{t+3}\left[\operatorname{Var}\left(\Phi_{t} \mid X_{t}=x_{t}, X_{t+3}=x_{t+3}\right) \int p\left(x_{t}, x_{t+1}\right)\left(\int p\left(x_{t+1}, x_{t+2}\right) p\left(x_{t+2}, x_{t+3}\right) \mathrm{d} x_{t+2}\right) \mathrm{d} x_{t+1}\right] \\
& \geq \epsilon_{0} \iint \mathrm{~d} x_{t} \mathrm{~d} x_{t+3}\left[\operatorname{Var}\left(\Phi_{t} \mid X_{t}=x_{t}, X_{t+3}=x_{t+3}\right)\right], \text { by uniform ellipticity. }
\end{aligned}
$$

To continue, we need the following two facts. Firstly, the distribution of ( $X_{t}, X_{t+1}, X_{t+2}, X_{t+3}$ ) conditioned on $X_{t}=x_{t}, X_{t+3}=x_{t+3}$ is

$$
v_{x_{t}, x_{t+3}}:=\delta_{x_{t}} \times \frac{p\left(x_{t}, x_{t+1}, x_{t+2}, x_{t+3}\right) \mathrm{d} x_{t+1} \mathrm{~d} x_{t+2}}{p_{t}\left(x_{t} \rightarrow x_{t+3}\right)} \times \delta_{x_{t+3}}
$$

(see (2.18)). Secondly, for any two identically distributed independent random variables $W, W^{\prime}, \operatorname{Var}(W)=$ $\frac{1}{2} \mathbb{E}\left[\left(W-W^{\prime}\right)^{2}\right]$. It follows that

$$
\begin{aligned}
& \mathbb{E}\left[\operatorname{Var}\left(\Phi_{t} \mid X_{t}, x_{t+3}\right)\right] \\
& \geq \epsilon_{0} \iint \mathrm{~d} x_{t} \mathrm{~d} x_{t+3} \iiint \int \frac{p\left(x_{t}, x_{t+1}, x_{t+2}, x_{t+3}\right) p\left(x_{t}, x_{t+1}^{\prime}, x_{t+2}^{\prime}, x_{t+3}\right)}{p_{t}\left(x_{t} \rightarrow x_{t+3}\right)^{2}} \times \\
& \\
& \quad \times \frac{1}{2}\left[\begin{array}{l}
f_{t}\left(x_{t}, x_{t+1}\right)+f_{t+1}\left(x_{t+1}, x_{t+2}\right)+f_{t+2}\left(x_{t+2}, x_{t+3}\right) \\
-f_{t}\left(x_{t}, x_{t+1}^{\prime}\right)-f_{t+1}\left(x_{t+1}^{\prime}, x_{t+2}^{\prime}\right)-f_{t+2}\left(x_{t+2}^{\prime}, x_{t+3}\right)
\end{array}\right]^{2} \mathrm{~d} x_{t+1} \mathrm{~d} x_{t+1}^{\prime} \mathrm{d} x_{t+2} \mathrm{~d} x_{t+2}^{\prime}
\end{aligned}
$$

- $p_{t}\left(x_{t} \rightarrow x_{t+3}\right)$ are bounded above by $\epsilon_{0}^{-3}$, see (2.18) and recall that $p(x, y) \leq \epsilon_{0}^{-1}$.
- The expression in the square brackets is the balance $\Gamma\left(\begin{array}{lll}x_{t} & x_{t+1} & x_{t+2} \\ & x_{t+1}^{\prime} & x_{t+2}^{\prime}\end{array} x_{t+3}\right)$.
- The density in front of the square brackets is the density of $\mathrm{d} m_{\mathrm{Hex}}^{\prime}$ from (2.23).
- $\epsilon_{0}^{8} \leq \frac{\mathrm{d} m_{\text {Hex }}^{\prime}}{\mathrm{d} m_{\mathrm{Hex}}} \leq \epsilon_{0}^{-8}$, by (2.24).

Thus

$$
\mathbb{E}\left[\operatorname{Var}\left(\Phi_{t} \mid X_{t}, X_{t+3}\right)\right] \geq \frac{1}{2} \epsilon_{0}^{9} \int_{\operatorname{Hex}(N, t+2)} \Gamma^{2} \mathrm{~d} m_{\mathrm{Hex}}=\frac{1}{2} \epsilon_{0}^{9} u_{t+2}^{2} .
$$

Lower Bound for the Variance. Let us split $U_{N}=\sum_{n=3}^{k_{N}} u_{n}^{2}$ into three sums:

$$
U_{N}=\sum_{\gamma=0,1,2} U_{N}(\gamma), \text { where } U_{N}(\gamma):=\sum_{n=3}^{k_{N}} u_{n}^{2} 1_{[n=\gamma \bmod 3]}(n)
$$

For every $N$ there is at least one $\gamma_{N} \in\{0,1,2\}$ such that $U_{N}\left(\gamma_{N}\right) \geq \frac{1}{3} U_{N}$. Let $\alpha_{N}:=\gamma_{N}+1$, and define $\beta_{N}$ and $M_{N}$ by

$$
k_{N}-\beta_{N}+1=\max \left\{n \leq k_{N}: n=\alpha_{N} \bmod 3\right\}=3 M_{N}+\alpha_{N} .
$$

With these choices, $\alpha_{N}, \beta_{N} \in\{1,2,3\}$, and $M_{n} \in \mathbb{N} \cup\{0\}$.
We begin by bounding the variance of $S_{N}^{\prime}:=\sum_{k=\alpha_{N}}^{k_{N}-\beta_{N}} f_{j}\left(X_{j}, X_{j+1}\right)$ from below. Observe that $S_{N}^{\prime}=F_{0}+\cdots+$ $F_{M_{N}-1}$, where

$$
F_{k}\left(\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right):=f_{3 k+\alpha_{N}}\left(\xi_{1}, \xi_{2}\right)+f_{3 k+\alpha_{N}+1}\left(\xi_{2}, \xi_{3}\right)+f_{3 k+\alpha_{N}+2}\left(\xi_{3}, \xi_{4}\right)
$$

$S_{N}^{\prime}$ is a function of the following variables:

$$
X_{\alpha_{N}}, X_{\alpha_{N}+1}, X_{\alpha_{N}+2}, X_{\alpha_{N}+3}, X_{\alpha_{N}+4}, X_{\alpha_{N}+5}, \cdots, X_{k_{N}-\beta_{N}+1}
$$

where we have boxed the terms with indices congruent to $\alpha_{N} \bmod 3$. Let $\mathscr{F}_{N}$ denote the $\sigma$-algebra generated by the boxed random variables. Conditioned on $\mathscr{F}_{N}, F_{k}$ are independent. Therefore,

$$
\operatorname{Var}\left(S_{N}^{\prime} \mid \mathscr{F}_{N}\right)=\sum_{k=0}^{M_{N}-1} \operatorname{Var}\left(F_{k} \mid \mathscr{F}_{N}\right)=\sum_{k=0}^{M_{N}-1} \operatorname{Var}\left(F_{k} \mid X_{3 k+\alpha_{N}}, X_{3(k+1)+\alpha_{N}}\right)
$$

By Jensen's inequality, $\operatorname{Var}\left(S_{N}^{\prime}\right) \geq \mathbb{E}\left(\operatorname{Var}\left(S_{N}^{\prime} \mid \mathscr{F}_{N}\right)\right)$. It follows that
$\operatorname{Var}\left(S_{N}^{\prime}\right) \geq \sum_{k=0}^{M_{N}-1} \mathbb{E}\left(\operatorname{Var}\left(F_{k} \mid X_{3 k+\alpha_{N}}, X_{3(k+1)+\alpha_{N}}\right)\right) \equiv \sum_{k=0}^{M_{N}-1} \mathbb{E}\left(\operatorname{Var}\left(\Phi_{3 k+\alpha_{N}} \mid X_{3 k+\alpha_{N}}, X_{3(k+1)+\alpha_{N}}\right)\right)$
$\stackrel{(3.8)}{\geq} C_{0} \sum_{k=0}^{M_{N}-1} u_{3 k+\alpha_{N}+2}^{2}=C_{0} \sum_{k=0}^{M_{N}-1} u_{3(k+1)+\gamma_{N}}^{2} \quad\left(\because \alpha_{N}=\gamma_{N}+1\right)$
$\geq C_{0} \sum_{n=3}^{k_{N}} u_{n}^{2} 1_{\left[n=\gamma_{n} \bmod 3\right]}(n)-4 C_{0} \sup \left\{u_{j}^{2}\right\} \geq C_{0} U_{N}\left(\gamma_{N}\right)-4 C_{0} \cdot(6 K)^{2} \geq \frac{1}{3} C_{0} U_{N}-200 C_{0} K^{2}$, by the choice of $\gamma_{N}$.
Now we claim that $\operatorname{Var}\left(S_{N}\right) \geq \operatorname{Var}\left(S_{N}^{\prime}\right)-$ const. Let $A_{N}:=\left\{j \in \mathbb{N}: 1 \leq j<\alpha_{N}\right.$ or $\left.k_{N}-\beta_{N}<j \leq k_{N}\right\}$. $S_{N}=S_{N}^{\prime}+\sum_{j \in A_{N}} f_{j}$, therefore $\operatorname{Var}\left(S_{N}\right)=\operatorname{Var}\left(S_{N}^{\prime}\right)+\operatorname{Var}\left(\sum_{j \in A_{N}} f_{j}\right)+2 \sum_{j \in A_{N}} \operatorname{Cov}\left(S_{N}^{\prime}, f_{j}\right)$.

Since $\left|A_{N}\right| \leq 6, \operatorname{Var}\left(\sum_{j \in A_{N}} f_{j}\right)$ is uniformly bounded by a constant only depending on $K$. By Lemma 2.14, $\sum_{j \in A_{N}} \operatorname{Cov}\left(S_{N}^{\prime}, f_{j}\right)$ is also uniformly bounded by a constant depending only on $K$ and $\epsilon_{0}$.

It follows that $\operatorname{Var}\left(S_{N}\right) \geq \operatorname{Var}\left(S_{N}^{\prime}\right)$ - const. $\geq$ const. $U_{N}$ - const., where the constants depends only on $K$ and the ellipticity constant $\epsilon_{0}$.
Upper Bound for the Variance. Write $f=\widetilde{f}+\nabla a+c$ as in the gradient lemma. In particular, $\operatorname{Var}\left(\widetilde{f}_{n}\left(X_{n-1}, X_{n}\right)\right) \leq$ $u_{n}^{2}$. Then $\operatorname{Var}\left(\sum_{n=1}^{k_{N}} f_{n}\right)=\operatorname{Var}\left(\sum_{n=1}^{k_{N}} \widetilde{f}_{n}\right)+\operatorname{Var}\left(a_{k_{N}+1}-a_{1}\right)+2 \operatorname{Cov}\left(\sum_{n=1}^{k_{N}} \widetilde{f}_{n}, a_{k_{N}+1}-a_{1}\right)$. The first term is smaller
than const. $U_{N}+$ const. due to the gradient lemma and Lemma 3.4. The second term is bounded since $|\mathrm{a}| \leq 2 K$. The third term is smaller than a constant, due to Lemma 2.14. Moreover, looking at these lemmas, we see that the constants only depend on $K$ and $\epsilon_{0}$.

The Case of One-Step Ellipticity. To prove that the one-step ellipticity condition implies (3.1), we use quadrilaterals $Q_{n}^{(N)}=\left(\begin{array}{ccc}X_{n-1}^{(N)} & X_{n}^{(N)} & Y_{n}^{(N)}\end{array} Y_{n+1}^{(N)}\right)$ instead of hexagons. The corresponding structure constants can then be shown to satisfy

$$
\begin{equation*}
\left(\bar{u}_{n}^{(N)}\right)^{2} \asymp \iint\left|f_{n}^{(N)}\left(y_{1}\right)-f_{n}^{(N)}\left(y_{2}\right)\right|^{2} \mu_{n}^{(N)}\left(\mathrm{d} y_{1}\right) \mu_{n}^{(N)}\left(\mathrm{d} y_{2}\right)=2 \operatorname{Var}\left(f_{n}^{(N)}\right) \tag{3.9}
\end{equation*}
$$

Then one proceeds as in the proof of Theorem 3.6 above.

### 3.2.3 McLeish's Martingale Central Limit Theorem

A martingale difference array with row lengths $k_{N}$ is a (possibly non-Markov) array $\Delta$ of random variables $\Delta=\left\{\Delta_{j}^{(N)}: N \geq 1,1 \leq j \leq k_{N}\right\}$ together with an array of $\sigma$-algebras $\left\{\mathscr{F}_{j}^{(N)}: N \geq 1,1 \leq j \leq k_{N}\right\}$, so that:
(1) For each $N, \Delta_{1}^{(N)}, \ldots, \Delta_{k_{N}}^{(N)}$ are random variables on the same probability space $\left(\Im_{N}, \mathscr{F}_{N}, \mu_{N}\right)$.
(2) $\mathscr{F}_{1}^{(N)} \subset \mathscr{F}_{2}^{(N)} \subset \mathscr{F}_{3}^{(N)} \subset \cdots \subset \mathscr{F}_{k_{N}}^{(N)}$ are sub $\sigma$-algebras of $\mathscr{F}_{N}$.
(3) $\Delta_{j}^{(N)}$ is $\mathscr{F}_{j}^{(N)}$-measurable, $\mathbb{E}\left(\left|\Delta_{j}^{(N)}\right|\right)<\infty$, and $\mathbb{E}\left(\Delta_{j+1}^{(N)} \mid \mathscr{F}_{j}^{(N)}\right)=0$.

We say that $\Delta$ has finite variance, if every $\Delta_{j}^{(N)}$ has finite variance. Notice that $\mathbb{E}\left(\Delta_{j}^{(N)}\right)=0$ for all $j=2, \ldots, k_{N+1}$. If in addition $\mathbb{E}\left(\Delta_{1}^{(N)}\right)=0$ for all $N$, then we say that $\Delta$ has mean zero.

A martingale difference sequence is a martingale difference array such that $\Delta_{i}^{(N)}=\Delta_{i}$ and $\mathscr{F}_{i}^{(N)}=\mathscr{F}_{i}$ for all $N$.

Example 3.15 Suppose $\left\{S_{n}\right\}$ is a martingale relative to $\left\{\mathscr{F}_{n}\right\}$, then $\Delta_{1}:=S_{1}, \Delta_{j}:=S_{j}-S_{j-1}$ is a martingale difference sequence.

The following observation is the key to many of the properties of martingale difference arrays:
Lemma 3.16 Suppose $\Delta$ is a martingale difference array with finite variance, then for each $N, \Delta_{1}^{(N)}, \ldots, \Delta_{k_{N}}^{(N)}$ are uncorrelated, and if $\Delta$ has mean zero, then $\operatorname{Var}\left(\sum_{n=1}^{k_{N}} \Delta_{n}^{(N)}\right)=\sum_{n=1}^{k_{N}} \mathbb{E}\left[\left(\Delta_{n}^{(N)}\right)^{2}\right]$.

Proof Fix $N$ and write $\Delta_{j}^{(N)}=\Delta_{j}, \mathscr{F}_{j}^{(N)}=\mathscr{F}_{j}$. If $i<j$, then

$$
\mathbb{E}\left(\Delta_{j} \Delta_{i}\right)=\mathbb{E}\left[\mathbb{E}\left(\Delta_{j} \Delta_{i} \mid \mathscr{F}_{j-1}\right)\right]=\mathbb{E}\left[\mathbb{E}\left(\Delta_{i} \mathbb{E}\left(\Delta_{j} \mid \mathscr{F}_{j-1}\right)\right)\right]=\mathbb{E}\left(\Delta_{i} \cdot 0\right)=0
$$

The identity for the variance immediately follows.

Theorem 3.17 (McLeish's Martingale Central Limit Theorem) Let $\Delta=\left\{\Delta_{j}^{(N)}\right\}$ be a martingale difference array with row lengths $k_{N}$, zero mean, and finite variance, and let $V_{N}:=\sum_{j=1}^{k_{N}} \mathbb{E}\left[\left(\Delta_{j}^{(N)}\right)^{2}\right]$. Suppose:
(1) $\max _{1 \leq j \leq k_{N}} \frac{\left|\Delta_{j}^{(N)}\right|}{\sqrt{V_{N}}}$ has uniformly bounded $L^{2}$ norm;
(2) $\max _{1 \leq j \leq k_{N}} \frac{\left|\Delta_{j}^{(N)}\right|}{\sqrt{V_{N}}} \xrightarrow[N \rightarrow \infty]{ } 0$ in probability; and
(3) $\frac{1}{V_{N}} \sum_{n=1}^{k_{N}}\left(\Delta_{n}^{(N)}\right)^{2} \xrightarrow[N \rightarrow \infty]{\longrightarrow} 1$ in probability.

Then for all intervals $(a, b), \mathbb{P}\left[\frac{1}{\sqrt{V_{N}}} \sum_{j=1}^{k_{N}} \Delta_{j}^{(N)} \in(a, b)\right] \underset{N \rightarrow \infty}{\longrightarrow} \frac{1}{\sqrt{2 \pi}} \int_{a}^{b} \mathrm{e}^{-t^{2} / 2} \mathrm{~d} t$.
We make some preparations for the proof.
A sequence of random variables $\left\{Y_{n}\right\}$ on $(\Omega, \mathscr{F}, \mu)$ is called uniformly integrable if for every $\epsilon, \exists K$ such that $\mathbb{E}\left(\left|Y_{n}\right| 1_{\left|\left|Y_{n}\right|>K\right]}\right)<\epsilon$ for all $n$. This is strictly stronger than tightness (there are tight sequences of non-integrable random variables).

Example 3.18 (Bounded Moments and Uniform Integrability) If sup $\left\|Y_{n}\right\|_{p}<\infty$ for some $p>1$, then $\left\{Y_{n}\right\}$ is uniformly integrable. To see this, let $M_{p}:=\sup \left\|Y_{n}\right\|_{p}$, and suppose $\frac{1}{p}+\frac{1}{q}=1$. By Markov's inequality,

$$
\mu\left[\left|Y_{n}\right|>K\right] \leq \frac{1}{K^{p}} M_{p}^{p}
$$

and by Hölder's inequality, $\mathbb{E}\left(\left|Y_{n}\right| 1_{\left[\left|Y_{n}\right|>K\right]}\right) \leq M_{p} \mu\left[\left|Y_{n}\right|>K\right]^{1 / q}=O\left(K^{-p / q}\right)$.
Lemma 3.19 Suppose $Y_{n}, Y \in L^{1}(\Omega, \mathscr{F}, \mu)$, then $Y_{n} \xrightarrow[n \rightarrow \infty]{L^{1}} Y$ iff $\left\{Y_{n}\right\}$ are uniformly integrable, and $Y_{n} \xrightarrow[n \rightarrow \infty]{ } Y$ in probability. In this case, $\mathbb{E}\left(Y_{n}\right) \xrightarrow[n \rightarrow \infty]{ } \mathbb{E}(Y)$.

Proof The proof is standard, but we include it for completeness.
Proof of $(\Rightarrow)$ : Suppose $\left\|Y_{n}-Y\right\|_{1} \rightarrow 0$, then it is easy to see that $\mathbb{E}\left(Y_{n}\right) \rightarrow \mathbb{E}(Y)$, and that $Y_{n} \rightarrow Y$ in probability. It remains to check uniform integrability.

Since $Y \in L^{1}, \lim _{K \rightarrow \infty} \mathbb{E}\left(|Y| 1_{[|Y| \geq K]}\right)=0$. Given $\varepsilon$ take $K$ so that $\mathbb{E}\left(|Y| 1_{[|Y| \geq K]}\right)<\varepsilon$. Next choose $\delta>0$ so small that

$$
K \delta+\mathbb{E}\left(|Y| 1_{[|Y| \geq K]}\right)<\varepsilon .
$$

For this $\delta, \mathbb{E}\left(|Y| 1_{F}\right)<\varepsilon$ for all measurable sets $F$ such that $\mu(F)<\delta$.
By Markov's inequality, $\mathbb{P}\left[\left|Y_{n}\right|>L\right] \leq L^{-1}$ sup $\left\|Y_{n}\right\|_{1}=O\left(L^{-1}\right)$, so there exists $L>K$ such that $\mathbb{P}\left[\left|Y_{n}\right|>\right.$ $L]<\delta$ for all $n$. By the choice of $\delta$,

$$
\int_{\left[\left|Y_{n}\right|>L\right]}\left|Y_{n}\right| \mathrm{d} \mu \leq \int_{\left[\left|Y_{n}\right|>L\right]}|Y| \mathrm{d} \mu+\int_{\left[\left|Y_{n}\right|>L\right]}\left|Y_{n}-Y\right| \mathrm{d} \mu<\varepsilon+\left\|Y_{n}-Y\right\|_{1}
$$

Since $\left\|Y_{n}-Y\right\|_{1} \rightarrow 0$, there exists an $N$ so that $\mathbb{E}\left(\left|Y_{n}\right| 1_{\left[\left|Y_{n}\right|>L\right]}\right)<\varepsilon$ for all $n \geq N$.
Since $Y_{n} \in L^{1}$, for some $M>L$ big enough, $\mathbb{E}\left(\left|Y_{n}\right| 1_{\left[\left|Y_{n}\right|>M\right]}\right)<\varepsilon$ for all $1 \leq n \leq N-1$. So $\mathbb{E}\left(\left|Y_{n}\right| 1_{\left[\left|Y_{n}\right|>M\right]}\right)<$ $\varepsilon$ for all $n$.

Proof of $(\Leftarrow)$ : Given a random variable $Z$, let $Z^{K}:=Z 1_{[|Z| \leq K]}$. Since $\left\{Y_{n}\right\}$ is uniformly integrable, for every $\epsilon$ there is a $K>1$ such that $\left\|Y_{n}^{K}-Y_{n}\right\|_{1}<\epsilon$ for all $n$. By the dominated convergence theorem, $\left\|Y^{K}-Y\right\|_{1}<\epsilon$ for all $K$ large enough. Thus for all $K$ large enough, for all $n$,

$$
\begin{aligned}
& \left\|Y_{n}-Y\right\|_{1} \leq\left\|Y_{n}^{K}-Y^{K}\right\|_{1}+2 \epsilon \leq \epsilon \mu\left[\left|Y_{n}^{K}-Y^{K}\right| \leq \epsilon\right]+2 K \mu\left[\left|Y_{n}^{K}-Y^{K}\right|>\epsilon\right]+2 \epsilon \\
& \leq 3 \epsilon+2 K\left(\mu\left[\left|Y_{n}-Y\right|>\epsilon\right]+\mu\left[\left|Y_{n}\right|>K\right]+\mu[|Y|>K]\right) \\
& \leq 3 \epsilon+2 K \mu\left[\left|Y_{n}-Y\right|>\epsilon\right]+2 \mathbb{E}\left(\left|Y_{n}\right| 1_{\left[\left|Y_{n}\right|>K\right]}\right)+2 \mathbb{E}\left(|Y| 1_{|Y|>K}\right)
\end{aligned}
$$

Using the assumption that $Y_{n} \rightarrow Y$ in probability, we obtain

$$
\limsup _{n \rightarrow \infty}\left\|Y_{n}-Y\right\|_{1} \leq 3 \epsilon+2 \sup _{n} \mathbb{E}\left(\left|Y_{n}\right| 1_{\left[\left|Y_{n}\right|>K\right]}\right)+2 \mathbb{E}\left(|Y| 1_{|Y|>K}\right) \stackrel{!}{<} 7 \varepsilon
$$

where the last inequality follows from the choice of $K$. Now take $\varepsilon \rightarrow 0$.
Lemma 3.20 (McLeish) Let $\left\{W_{j}^{(N)}: 1 \leq j \leq k_{N}, N \geq 1\right\}$ be a triangular array of random variables, ${ }^{2}$ where $W_{1}^{(N)}, \ldots, W_{k_{N}}^{(N)}$ are defined on the same probability space. Fix $t \in \mathbb{R}$ and let $T_{N}(t):=\prod_{j=1}^{k_{N}}\left(1+\mathrm{i} t W_{j}^{(N)}\right)$. Suppose
(1) $\left\{T_{N}(t)\right\}$ is uniformly integrable and $\mathbb{E}\left(T_{N}\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 1$;
(2) $\sum_{j=1}^{k_{N}}\left(W_{j}^{(N)}\right)^{2} \xrightarrow[N \rightarrow \infty]{\longrightarrow} 1$ in probability;
(3) $\max _{1 \leq j \leq k_{N}}\left|W_{j}^{(N)}\right| \xrightarrow[N \rightarrow \infty]{ } 0$ in probability.

Then $\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t\left(W_{1}^{(N)}+\cdots+W_{k_{N}}^{(N)}\right)}\right) \xrightarrow[N \rightarrow \infty]{ } \mathrm{e}^{-\frac{1}{2} t^{2}}$.
Proof Define a function $r(x)$ on $[-1,1]$ by the identity $\mathrm{e}^{\mathrm{i} x}=(1+\mathrm{i} x) \mathrm{e}^{-\frac{1}{2} x^{2}+r(x)}$. Equivalently, $r(x)=-\log (1+$ $\mathrm{i} x)+\mathrm{i} x+\frac{1}{2} x^{2}=O\left(|x|^{3}\right)$. Fix $C$ such that $|r(x)| \leq C|x|^{3}$ for $|x|<1$.

Substituting $S_{N}:=W_{1}^{(N)}+\cdots+W_{k_{N}}^{(N)}$ in $\mathrm{e}^{\mathrm{i} x}=(1+\mathrm{i} x) \mathrm{e}^{-\frac{1}{2} x^{2}+r(x)}$ gives (in what follows we drop the superscripts ${ }^{(N)}$ and abbreviate $\left.T_{n}:=T_{n}(t)\right)$ :

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{N}}\right)=\mathbb{E}\left(\prod_{j=1}^{k_{N}} \mathrm{e}^{\mathrm{i} t W_{j}}\right)=\mathbb{E}\left(T_{N} \mathrm{e}^{-\frac{1}{2} \sum_{j=1}^{k_{N}} t^{2} W_{j}^{2}+r\left(t W_{j}\right)}\right)=\mathbb{E}\left(T_{N} U_{N}\right), \text { where } \\
& U_{N}:=\exp \left[-\frac{t^{2}}{2} \sum_{j=1}^{k_{N}}\left(W_{j}^{(N)}\right)^{2}+r\left(t W_{j}^{(N)}\right)\right] .
\end{aligned}
$$

$T_{N}$ and $U_{N}$ have the following properties:
(a) $\mathbb{E}\left(T_{N}\right) \xrightarrow[N \rightarrow \infty]{ } 1$, by assumption.
(b) $\left\{T_{N}\right\}$ is uniformly integrable by assumption, and $\left|T_{N} U_{N}\right|=\left|\mathrm{e}^{\mathrm{i} t S_{N}}\right|=1$.
(c) $U_{N} \xrightarrow[N \rightarrow \infty]{\longrightarrow} \mathrm{e}^{-\frac{1}{2} t^{2}}$ in probability, because $\sum_{j=1}^{k_{N}}\left(W_{j}^{(N)}\right)^{2} \xrightarrow[N \rightarrow \infty]{\longrightarrow} 1$ in probability, and by the assumptions of the lemma, with asymptotic probability one, $\left|\sum_{i=1}^{k_{N}} r\left(t W_{j}^{(N)}\right)\right| \leq C|t|^{3}\left(\max _{1 \leq j \leq k_{N}}\left|W_{j}^{(N)}\right|\right) \sum_{j=1}^{k_{N}}\left(W_{j}^{(N)}\right)^{2} \xrightarrow[N \rightarrow \infty]{\text { prob }} 0$.
Let $L:=\mathrm{e}^{-\frac{1}{2} t^{2}}$, then

$$
\begin{array}{rlr}
\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{N}}\right)-L\right| & =\left|\mathbb{E}\left(T_{N} U_{N}\right)-L\right| \leq\left|\mathbb{E}\left(T_{N}\left(U_{N}-L\right)\right)\right| \\
& =\left|\mathbb{E}\left(T_{N}\left(U_{N}-L\right)\right)\right|+o(1), \text { by }(\mathrm{a}) . \tag{3.10}
\end{array}
$$

Next, $\mathbb{P}\left[\left|T_{N}\left(U_{N}-L\right)\right|>\epsilon\right] \leq \mathbb{P}\left[\left|T_{N}\right|>K\right]+\mathbb{P}\left[\left|U_{N}-L\right|>\epsilon / K\right]$, for all $K$ and $\varepsilon$. Therefore by (b) and (c), $T_{N}\left(U_{N}-L\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0$ in probability. Finally, by (b), $\left|T_{N}\left(U_{N}-L\right)\right| \leq 1+L\left|T_{N}\right|$, and $T_{N}\left(U_{N}-L\right)$ is uniformly integrable. By Lemma 3.19, $\mathbb{E}\left(T_{N}\left(U_{N}-L\right)\right) \rightarrow 0$, and by (3.10), $\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{N}}\right) \rightarrow \mathrm{e}^{-\frac{1}{2} t^{2}}$.

Proof of the Martingale CLT ([140]): Let $\Delta=\left\{\Delta_{j}^{(N)}\right\}$ be a martingale difference array with row lengths $k_{N}$, which satisfies the assumptions of Theorem 3.17, and let

[^3]$$
S_{N}:=\sum_{j=1}^{k_{N}} \Delta_{j}^{(N)} \text { and } V_{N}:=\operatorname{Var}\left(S_{N}\right) \equiv \sum_{j=1}^{k_{N}} \mathbb{E}\left[\left(\Delta_{j}^{(N)}\right)^{2}\right] \quad \text { (see Lemma 3.16). }
$$

It is tempting to apply McLeish's lemma to the normalized array $\Delta_{j}^{(N)} / \sqrt{V_{N}}$, but to do this we need to check the uniform integrability of $\prod_{j=1}^{n}\left(1+\mathrm{i} t \Delta_{j}^{(N)} / \sqrt{V_{N}}\right)$ and this is difficult. It is easier to work with the following array of truncations:

$$
W_{1}^{(N)}:=\frac{1}{\sqrt{V_{N}}} \Delta_{1}^{(N)}, W_{n}^{(N)}:=\frac{1}{\sqrt{V_{N}}} \Delta_{n}^{(N)} 1_{\left[\sum_{k=1}^{n-1}\left(\Delta_{k}^{(N)}\right)^{2} \leq 2 V_{N}\right]}
$$

It is easy to check that $\left\{W_{n}^{(N)}\right\}$ is a martingale difference array relative to $\mathscr{F}_{n}^{(N)}$, and that $\left\{W_{n}^{(N)}\right\}$ has zero mean, and finite variance. In addition, $S_{N}^{*}:=\sum_{n=1}^{k_{N}} W_{n}^{(N)}$ are close to $S_{N} / \sqrt{V_{N}}$ in probability:

$$
\begin{aligned}
& \mathbb{P}\left[S_{N}^{*} \neq \frac{S_{N}}{\sqrt{V_{N}}}\right] \leq \mathbb{P}\left[\exists 1 \leq j \leq k_{N} \text { s.t. } \sum_{k=1}^{j-1}\left(\Delta_{k}^{(N)}\right)^{2}>2 V_{N}\right] \\
& \leq \mathbb{P}\left[\sum_{j=1}^{k_{N}}\left(\Delta_{k}^{(N)}\right)^{2}>2 V_{N}\right] \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0, \because \frac{1}{V_{N}} \sum_{j=1}^{k_{N}}\left(\Delta_{j}^{(N)}\right)^{2} \xrightarrow[N \rightarrow \infty]{\text { prob }} 1 \text { by assumption. }
\end{aligned}
$$

Thus to prove the theorem, it is enough to show that $S_{N}^{*}$ converges in distribution to the standard Gaussian distribution. To do this, we check that $\left\{W_{n}^{(N)}\right\}$ satisfies the conditions of McLeish's lemma.

Fix $t \in \mathbb{R}$, and let $T_{N}=T_{N}(t):=\prod_{j=1}^{k_{N}}\left(1+\mathrm{i} t W_{j}^{(N)}\right)$, and $J_{N}:=\max \left\{2 \leq j \leq k_{N}: \sum_{k=1}^{j-1}\left(\Delta_{n}^{(N)}\right)^{2} \leq 2 V_{N}\right\}$. (or $J_{N}=1$ if the maximum is over the empty set). Writing $W_{j}=W_{j}^{(N)}$ and $\Delta_{j}=\Delta_{j}^{(N)}$, we obtain

$$
\left|T_{N}\right|=\prod_{j=1}^{k_{N}}\left(1+t^{2} W_{j}^{2}\right)^{1 / 2}=\prod_{j=1}^{J_{N}}\left(1+\frac{t^{2} \Delta_{j}^{2}}{V_{N}}\right)^{1 / 2} . \text { Thus }
$$

$\left|T_{N}\right|=\left(\prod_{j=1}^{J_{N}-1}\left(1+\frac{t^{2} \Delta_{j}^{2}}{V_{N}}\right)\right)^{1 / 2} \cdot\left(1+\frac{t^{2} \Delta_{J_{N}}^{2}}{V_{N}}\right)^{1 / 2} \leq \exp \left(\frac{t^{2}}{2 V_{N}} \sum_{j=0}^{J_{N}-1} \Delta_{j}^{2}\right)\left(1+\frac{t^{2} \Delta_{J_{N}}^{2}}{V_{N}}\right)^{1 / 2} \leq \mathrm{e}^{t^{2}}\left(1+|t| \max _{1 \leq j \leq k_{N}}\left|\frac{\Delta_{j}^{(N)}}{\sqrt{V_{N}}}\right|\right)$.
So $\left\|T_{N}(t)\right\|_{2}^{2} \leq \mathrm{e}^{2 t^{2}} \mathbb{E}\left[\left(1+|t| \max _{1 \leq j \leq k_{N}}\left|\Delta_{j}^{(N)} / \sqrt{V_{N}}\right|\right)^{2}\right]$.
By the first assumption of the theorem, $\sup _{N \in \mathbb{N}}\left\|T_{N}(t)\right\|_{2}<\infty$ for each $t$. Thus $\left\{T_{N}(t)\right\}_{N \geq 1}$ is uniformly integrable for each $t$ (see Example 3.18). Next, successive conditioning shows that $\mathbb{E}\left(T_{N}\right)=1+\mathrm{i} t \mathbb{E}\left(\Delta_{1}^{(N)}\right)=1$. The first condition of McLeish's lemma is verified.

Next, $\mathbb{P}\left[\sum_{n=1}^{k_{N}}\left(W_{n}^{(N)}\right)^{2} \neq \sum_{n=1}^{k_{N}}\left(\frac{\Delta_{n}^{(N)}}{\sqrt{V_{N}}}\right)^{2}\right] \leq \mathbb{P}\left[\exists 1 \leq n \leq k_{N}\right.$ s.t. $\left.\sum_{j=1}^{n}\left(\Delta_{j}^{(N)}\right)^{2}>2 V_{N}\right] \leq \mathbb{P}\left[\sum_{n=1}^{k_{N}}\left(\Delta_{n}^{(N)}\right)^{2}>2 V_{N}\right] \underset{N \rightarrow \infty}{\longrightarrow}$
0 , because $\frac{1}{V_{n}} \sum_{j=1}^{k_{N}}\left(\Delta_{n}^{(N)}\right)^{2} \rightarrow 1$ in probability.
The second condition of McLeish's lemma now follows from assumption 3 of the theorem. The third condition of McLeish's lemma follows for similar reasons.

So McLeish's lemma applies to $\left\{W_{n}^{(N)}\right\}$, and $\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{N}^{*}}\right) \rightarrow \mathrm{e}^{-\frac{1}{2} t^{2}}$ for all $t \in \mathbb{R}$. By Lévy's continuity theorem, $S_{N}^{*}$ converges in distribution to the standard Gaussian distribution. As explained above, this implies that $\frac{S_{N}}{\sqrt{V_{N}}}$ converges in distribution to the standard Gaussian distribution.

### 3.2.4 Proof of the Central Limit Theorem

We prove Theorem 3.10.
Let $\mathrm{X}=\left\{X_{n}^{(N)}\right\}$ be a uniformly elliptic Markov array with row lengths $k_{N}+1$, and let $\mathrm{f}=\left\{f_{n}^{(N)}\right\}$ be an a.s. uniformly bounded additive functional on $X$ such that $V_{N}:=\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$.

Without loss of generality, $\mathbb{E}\left[f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)\right]=0$ and $\left|f_{n}^{(N)}\right| \leq K$ for all $n, N$. Let $\mathscr{F}_{n}^{(N)}$ denote the $\sigma$-algebra generated by $X_{1}^{(N)}, \ldots, X_{n+1}^{(N)}$, and let $\mathscr{F}_{0}^{(N)}$ denote the trivial $\sigma$-algebra.

Fix $N$ and write $f_{k}=f_{k}^{(N)}\left(X_{k}^{(N)}, X_{k+1}^{(N)}\right)$ and $\mathscr{F}_{k}=\mathscr{F}_{k}^{(N)}$, then $\mathbb{E}\left(f_{k} \mid \mathscr{F}_{k}\right)=f_{k}, \mathbb{E}\left(f_{k} \mid \mathscr{F}_{0}\right)=\mathbb{E}\left(f_{k}\right)=0$, and therefore

$$
S_{N}=\sum_{k=1}^{k_{N}} f_{k}=\sum_{k=1}^{k_{N}}\left(\mathbb{E}\left(f_{k} \mid \mathscr{F}_{k}\right)-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{0}\right)\right)=\sum_{k=1}^{k_{N}} \sum_{n=1}^{k}\left(\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n}\right)-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n-1}\right)\right)
$$

So $S_{N}=\sum_{n=1}^{k_{N}} \sum_{k=n}^{k_{N}}\left(\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n}\right)-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n-1}\right)\right)=\sum_{n=1}^{k_{N}} \Delta_{n}^{(N)}$, where

$$
\Delta_{n}^{(N)}:=\sum_{k=n}^{k_{N}}\left(\mathbb{E}\left(f_{k}^{(N)} \mid \mathscr{F}_{n}^{(N)}\right)-\mathbb{E}\left(f_{k}^{(N)} \mid \mathscr{F}_{n-1}^{(N)}\right)\right)
$$

The array $\left\{\Delta_{n}^{(N)}: 1 \leq n \leq k_{N} ; N \geq 1\right\}$ is a martingale difference array relative to the filtrations $\mathscr{F}_{n}^{(N)}$, with zero mean and finite variance. To prove the theorem, it suffices to check that $\left\{\Delta_{n}^{(N)}\right\}$ satisfies the conditions of the martingale CLT.
Step 1: $\max _{1 \leq j \leq k_{N}} \frac{\left|\Delta_{j}^{(N)}\right|}{\sqrt{V_{N}}}$ has uniformly bounded $L^{2}$ norm, and $\max _{1 \leq j \leq k_{N}} \frac{\left|\Delta_{j}^{(N)}\right|}{\sqrt{V_{N}}} \xrightarrow[N \rightarrow \infty]{\mathrm{prob}} 0$.
Proof. The proof is based on the exponential mixing of uniformly elliptic Markov arrays (Proposition 2.13): Let $K:=$ ess sup $|f|$, then there are constants $C_{m i x}>1$ and $0<\theta<1$ such that for all $k \geq n,\left\|\mathbb{E}\left(f_{k}^{(N)} \mid \mathscr{F}_{n}^{(N)}\right)\right\|_{\infty} \leq$ $C_{m i x} K \theta^{k-n-1}$.

It follows that $\left|\Delta_{j}^{(N)}\right|<2 C_{m i x} K \sum_{\ell=-1}^{\infty} \theta^{\ell}=\frac{2 C_{m i x} K \theta^{-1}}{1-\theta}$. The step follows, since $V_{N} \rightarrow \infty$, by the assumptions of the theorem.
STEP 2: $\frac{1}{V_{N}} \sum_{n=1}^{k_{N}}\left(\Delta_{n}^{(N)}\right)^{2} \xrightarrow[N \rightarrow \infty]{\longrightarrow} 1$ in probability.
Proof. We follow [181] closely. Let $Y_{i}^{(N)}:=\left(\Delta_{i}^{(N)}\right)^{2} / V_{N}$. We will show that $\left\|\sum_{i=1}^{k_{N}} Y_{i}^{(N)}-1\right\|_{2}^{2} \xrightarrow[N \rightarrow \infty]{ } 0$, and use the general fact that $L^{2}$-convergence implies convergence in probability (by Chebyshev's inequality).

Notice that $\mathbb{E}\left(\sum_{i=1}^{k_{N}} Y_{i}^{(N)}\right)=1$, because by Lemma 3.16, this expectation equals $\frac{1}{V_{N}} \times \operatorname{Var}\left(\sum_{n=1}^{k_{N}} \Delta_{n}^{(N)}\right)=$ $\frac{1}{V_{N}} \operatorname{Var}\left(S_{N}\right)=1$. So

$$
\begin{aligned}
& \left\|\sum_{i=1}^{k_{N}} Y_{i}^{(N)}-1\right\|_{2}^{2}=\mathbb{E}\left[\left(\sum_{i=1}^{k_{N}} Y_{i}^{(N)}\right)^{2}\right]-2 \mathbb{E}\left[\sum_{i=1}^{k_{N}} Y_{i}^{(N)}\right]+1=\mathbb{E}\left[\sum_{i=1}^{k_{N}}\left(Y_{i}^{(N)}\right)^{2}\right]+2 \mathbb{E}\left[\sum_{i<j} Y_{i}^{(N)} Y_{j}^{(N)}\right]-2+1 \\
& \quad=O\left(\max _{1 \leq \ell \leq k_{N}}\left\|Y_{\ell}^{(N)}\right\|_{\infty}\right) \cdot \mathbb{E}\left[\sum_{\ell=1}^{k_{N}} Y_{i}^{(N)}\right]+2 \mathbb{E}\left[\sum_{i<j} Y_{i}^{(N)} Y_{j}^{(N)}\right]-1
\end{aligned}
$$

We saw in the proof of Step 1 that $\left\|\Delta_{j}^{(N)}\right\|_{\infty}$ are uniformly bounded. Thus

$$
\begin{equation*}
\max _{1 \leq \ell \leq k_{N}}\left\|Y_{\ell}^{(N)}\right\|_{\infty}=O\left(1 / V_{N}\right) \tag{3.11}
\end{equation*}
$$

So $\left\|\sum_{i=1}^{k_{N}} Y_{i}^{(N)}-1\right\|_{2}^{2}=2 \mathbb{E}\left[\sum_{i<j} Y_{i}^{(N)} Y_{j}^{(N)}\right]-1+o(1)$. It remains to show that

$$
\begin{equation*}
2 \mathbb{E}\left[\sum_{i<j} Y_{i}^{(N)} Y_{j}^{(N)}\right] \underset{N \rightarrow \infty}{\longrightarrow} 1 \tag{3.12}
\end{equation*}
$$

Define the oscillation of an $L^{1}$-element $\varphi$ to be the infimum of the oscillations of all its a.e. versions, see (2.8). The proof of (3.12) is based on the following claim:

$$
\begin{equation*}
\operatorname{Osc}(N):=\max _{1 \leq i \leq k_{N}} \operatorname{Osc}\left(\mathbb{E}\left(\sum_{j=i+1}^{k_{N}} Y_{j}^{(N)} \mid \mathscr{F}_{i}^{(N)}\right)\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0 \tag{3.13}
\end{equation*}
$$

Before proving this, we explain why (3.13) implies (3.12).
Henceforth we fix $N$ and drop some of the superscripts ${ }^{(N)}$. We start from

$$
2 \mathbb{E}\left[\sum_{i<j} Y_{i}^{(N)} Y_{j}^{(N)}\right]=2 \mathbb{E}\left[\sum_{i=1}^{k_{N}} Y_{i} \sum_{j=i+1}^{k_{N}} Y_{j}\right]=2 \mathbb{E}\left[\sum_{i=1}^{k_{N}} Y_{i} \mathbb{E}\left(\sum_{j=i+1}^{k_{N}} Y_{j} \mid \mathscr{F}_{i}\right)\right] .
$$

Call the conditional expectation $\varphi$, then $\varphi=\mathbb{E}(\varphi) \pm \operatorname{Osc}(N)$ a.e., where $x=y \pm \epsilon$ means that $y-\epsilon \leq x \leq y+\epsilon$. Therefore,

$$
\begin{aligned}
& 2 \mathbb{E}\left[\sum_{i<j} Y_{i}^{(N)} Y_{j}^{(N)}\right]=2 \mathbb{E}\left[\sum_{i=1}^{k_{N}} Y_{i} \mathbb{E}\left(\sum_{j=i+1}^{k_{N}} Y_{j}\right)\right] \pm 2 \mathbb{E}\left[\sum_{i=1}^{k_{N}} Y_{i}\right] \operatorname{Osc}(N)=2 \sum_{i=1}^{k_{N}} \mathbb{E}\left(Y_{i}\right) \sum_{j=i+1}^{k_{N}} \mathbb{E}\left(Y_{j}\right) \pm 2 \operatorname{Osc}(N)\left(\because \sum_{i=1}^{k_{N}} \mathbb{E}\left(Y_{i}\right)=1\right) \\
& =\left(\sum_{i=1}^{k_{N}} \mathbb{E}\left(Y_{i}\right)\right)^{2}-\sum_{i=1}^{k_{N}} \mathbb{E}\left(Y_{i}\right)^{2} \pm 2 \operatorname{Osc}(N)=1+O\left(\max _{1 \leq i \leq k_{N}}\left\|Y_{i}\right\|_{\infty}\right) \pm 2 \operatorname{Osc}(N), \because \sum \mathbb{E}\left(Y_{i}\right)^{2} \leq \underbrace{\sum \mathbb{E}\left(Y_{i}\right)}_{=1} \max \left\|Y_{i}\right\|_{\infty} \\
& =1+O\left(V_{N}^{-1}\right)+O(\operatorname{Osc}(N)), \text { see }(3.11)
\end{aligned}
$$

So (3.13) implies (3.12), and with it the step. We turn to the proof of (3.13). First we note that a routine modification of the proof of Lemma 3.16 shows that for all $j, k>i, \mathbb{E}\left(\Delta_{j} \Delta_{k} \mid \mathscr{F}_{i}\right)=0$. It follows that

$$
\begin{gather*}
\mathbb{E}\left(\sum_{j=i+1}^{k_{N}} Y_{j} \mid \mathscr{F}_{i}\right) \equiv \frac{1}{V_{N}} \mathbb{E}\left(\sum_{j=i+1}^{k_{N}} \Delta_{j}^{2} \mid \mathscr{F}_{i}\right)=\frac{1}{V_{N}} \mathbb{E}\left(\left(\sum_{n=i+1}^{k_{N}} \Delta_{n}\right)^{2} \mid \mathscr{F}_{i}\right)=\frac{1}{V_{N}} \mathbb{E}\left[\left(\sum_{n=i+1}^{k_{N}} \sum_{k=n}^{k_{N}}\left[\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n}\right)-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n-1}\right)\right]\right)^{2} \mid \mathscr{F}_{i}\right] \\
=\frac{1}{V_{N}} \mathbb{E}\left[\left(\sum_{k=i+1}^{k_{N}} \sum_{n=i+1}^{k} \mathbb{E}\left(f_{k} \mid \mathscr{F}_{n}\right)-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n-1}\right)\right)^{2} \mid \mathscr{F}_{i}\right]=\frac{1}{V_{N}} \mathbb{E}\left[\left(\sum_{k=i+1}^{k_{N}}\left[f_{k}-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right)\right]\right)^{2} \mid \mathscr{F}_{i}\right] \\
=\frac{1}{V_{N}} \sum_{k, \ell=i+1}^{k_{N}} \mathbb{E}\left[\left(f_{k}-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right)\right)\left(f_{\ell}-\mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{i}\right)\right) \mid \mathscr{F}_{i}\right] \\
=\frac{1}{V_{N}} \sum_{k, \ell=i+1}^{k_{N}} \mathbb{E}\left[f_{k} f_{\ell}+\mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right) \mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{i}\right)-f_{k} \mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{i}\right)-f_{\ell} \mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right) \mid \mathscr{F}_{i}\right] \\
=\frac{1}{V_{N}} \sum_{k, \ell=i+1}^{k_{N}}\left[\mathbb{E}\left(f_{k} f_{\ell} \mid \mathscr{F}_{i}\right)-\mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{i}\right) \mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right)\right] \tag{3.14}
\end{gather*}
$$

Proposition 2.13(1) applied to $\left\{X_{n}^{(N)}\right\}_{i+1 \leq n \leq k_{N}+1}$, shows that there exists $C_{0}>0$ and $0<\theta<1$ which only depend on $\epsilon_{0}$ such that for all $k>i+1$, and for every bounded measurable function $u: \Im_{k}^{(N)} \times \Im_{k+1}^{(N)} \rightarrow \mathbb{R}$,

$$
\operatorname{Osc}\left[\mathbb{E}\left(u\left(X_{k}^{(N)}, X_{k+1}^{(N)}\right) \mid \mathscr{F}_{i}^{(N)}\right)\right] \leq C_{0} \theta^{k-i} \operatorname{Osc}(u)
$$

This, (2.11), and the inequalities $\left|f_{j}\right| \leq K, \operatorname{Osc}(u) \leq 2\|u\|_{\infty}$ and

$$
\operatorname{Osc}(u v) \leq\|u\|_{\infty} \operatorname{Osc}(v)+\|v\|_{\infty} \operatorname{Osc}(u)
$$

imply the existence of constants $C_{1}>0$ and $0<\theta<1$ such that for every $N \geq 1$ and $i+2 \leq k \leq \ell \leq k_{N}$,

$$
\begin{aligned}
& \operatorname{Osc}\left(\mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{i}\right) \mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right)\right) \leq \operatorname{Osc}\left(\mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{i}\right)\right)\left\|\mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right)\right\|_{\infty}+\left\|\mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{i}\right)\right\|_{\infty} \operatorname{Osc}\left(\mathbb{E}\left(f_{k} \mid \mathscr{F}_{i}\right)\right) \leq C_{1} \theta^{k-i} \theta^{\ell-i}, \text { and } \\
& \operatorname{Osc}\left(\mathbb{E}\left[f_{k} f_{\ell} \mid \mathscr{F}_{i}\right]\right)=\operatorname{Osc}\left(\mathbb{E}\left[f_{k} \mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{k}\right) \mid \mathscr{F}_{i}\right]\right) \leq C_{0} \theta^{k-i} \operatorname{Osc}\left(f_{k} \mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{k}\right)\right) \\
& \leq C_{0} \theta^{k-i}\left[K \cdot \operatorname{Osc}\left(\mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{k}\right)\right)+\operatorname{Osc}\left(f_{k}\right)\left\|\mathbb{E}\left(f_{\ell} \mid \mathscr{F}_{k}\right)\right\|_{\infty}\right] \leq C_{1} \theta^{k-i} \theta^{\ell-k}
\end{aligned}
$$

We have stated these bounds for $k, \ell \geq i+2$, but in fact they remain valid for $k=i+1$ or $\ell=i+1$, if we increase $C_{1}$ to guarantee that $C_{1} \theta^{2}>2 K^{2}$.

Substituting these bounds in (3.14), we find that

$$
\operatorname{Osc}(N) \leq \max _{1 \leq i \leq k_{N}} \frac{1}{V_{N}} \sum_{k, \ell=i+1}^{\infty} C_{1} \theta^{k-i} \theta^{|\ell-k|}+C_{1} \theta^{k-i} \theta^{\ell-i}=O\left(V_{N}^{-1}\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0
$$

This proves (3.13), and Step 2.
Steps 1 and 2 verify the conditions of the martingale CLT. So $\frac{1}{\sqrt{V_{N}}} S_{N} \equiv \frac{1}{\sqrt{V_{N}}} \sum_{n=1}^{k_{N}} \Delta_{n}^{(N)}$ converges in distribution to the standard normal distribution.

### 3.2.5 Convergence of Moments

We prove Theorem 3.11. It is sufficient to prove the following lemma:
Lemma 3.21 Let f be a centered bounded additive functional of a uniformly elliptic Markov chain such that $V_{N} \rightarrow \infty$. Then for each $r \in \mathbb{N}$ there is a constant $C_{r}$ such that for all $N$,

$$
\left|\mathbb{E}\left[S_{N}^{r}\right]\right| \leq C_{r} V_{N}^{\lfloor r / 2\rfloor}
$$

Proof of Theorem 3.11 Assuming Lemma 3.21: Suppose $r$ is even. We have already remarked that by Dobrushin's CLT, for any bounded continuous function $\phi: \mathbb{R} \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \mathbb{E}\left[\phi\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)\right]=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \phi(z) \mathrm{e}^{-z^{2} / 2} d z \tag{3.15}
\end{equation*}
$$

Let $\mathbf{N}$ be a Gaussian random variable with mean zero and variance one. Applying (3.15) to the bounded continuous function $\phi_{M}(x)=x^{r} \wedge M$, we obtain

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{r} \wedge M\right]=\mathbb{E}\left(\mathbf{N}^{r} \wedge M\right)
$$

By the dominated convergence theorem and the assumption that $r$ is even,

$$
\lim _{M \rightarrow \infty} \lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{r} \wedge M\right]=\lim _{M \rightarrow \infty} \mathbb{E}\left(\mathbf{N}^{r} \wedge M\right)=\mathbb{E}\left(\mathbf{N}^{r}\right)=(r-1)!!
$$

It remains to see that

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{r} \wedge M\right]=\lim _{N \rightarrow \infty} \mathbb{E}\left[\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{r}\right] \tag{3.16}
\end{equation*}
$$

By Lemma 3.21, $\left\|\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{r}\right\|_{2}^{2} \leq C_{2 r}$ for all $N$. Therefore $\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{r}$ are uniformly integrable. It is not difficult to see that this implies (3.16). This proves the theorem for even $r$. The proof when $r$ is odd is similar, except that one has to use $\phi_{M}(x)=\left(x^{r} \wedge M\right) \vee(-M)$, and the identity $\mathbb{E}\left(\mathbf{N}^{r}\right)=0$.

The rest of the section is a proof of Lemma 3.21. By the gradient lemma (and the Cauchy-Schwarz inequality), it is sufficient to prove Lemma 3.21 under the additional assumption that there is some constant $C>0$ as follows:

$$
\sum_{n=3}^{N} \widetilde{u}_{n}^{2} \leq C V_{N}, \text { where } \widetilde{u}_{n}:=\left\|f_{n}\right\|_{L^{2}}
$$

Let $f_{n}:=f_{n}\left(X_{n}, X_{n+1}\right)$. The proof proceeds by expanding $S_{N}^{r}$ into a sum of $r$-tuples $f_{n_{1}} \cdots f_{n_{r}}\left(n_{1} \leq \cdots \leq\right.$ $n_{r}$ ), and by estimating the expectation of each tuple. Consider an $r$-tuple $f_{n_{1}} \cdots f_{n_{r}}$ where $n_{1} \leq n_{2} \leq \cdots \leq n_{r}$. Segments of the form $\left[n_{j}, n_{j+1}\right]$ will be called edges. A marking is a non-empty collection of edges satisfying the following two conditions. Firstly, each vertex $n_{j}$ belongs to at most one edge. The vertices belonging to an edge are called bound, the other vertices are called free. Secondly, we require that for every free vertex $n_{l}$, either
(i) there exists a minimal $f(l)>l$ such that $n_{f(l)}$ is bound, and for all $l \leq i<f(l), n_{i+1}-n_{i} \leq n_{f(l)+1}-n_{f(l)}$; or
(ii) there exists a maximal $p(l)<l$ such that $n_{p(l)}$ is bound, and for all $p(l)<i \leq l, n_{i}-n_{i-1} \leq n_{p(l)}-n_{p(l)-1}$. If (i) holds we will say that $n_{l}$ is associated to the edge $\left[n_{f(l)}, n_{f(l)+1}\right]$ otherwise it is associated to $\left[n_{p(l)-1}, n_{p(l)}\right]$.

Lemma 3.22 There are constants $L=L(r)>0$ and $0<\theta<1$ such that

$$
\left|\mathbb{E}\left[\prod_{i=1}^{r} f_{n_{i}}\right]\right| \leq L \sum_{\text {markings }\left[n_{j}, n_{j+1}\right] \text { is an edge }}\left(\theta^{\left(n_{j+1}-n_{j}\right)} \widetilde{u}_{n_{j}} \widetilde{u}_{n_{j+1}}\right) .
$$

Proof If $r=1$ then the result holds since $\mathbb{E}\left[f_{n}\right]=0$ (in this case there are no markings, and we let the empty sum be equal to zero).

If $r=2$ then the lemma says that $\left|\mathbb{E}\left[f_{n_{1}} f_{n_{2}}\right]\right| \leq$ const. $\theta^{n_{2}-n_{1}}\left\|f_{n_{1}}\right\|_{L^{2}}\left\|f_{n_{2}}\right\|_{L^{2}}$. This is a consequence of uniform ellipticity, see Proposition 2.25.

For $r \geq 3$ we use induction. Take $j$ such that $n_{j+1}-n_{j}$ is the largest. Then

$$
\mathbb{E}\left[\prod_{i=1}^{r} f_{n_{i}}\right]=\mathbb{E}\left[\prod_{i=1}^{j} f_{n_{i}}\right] \mathbb{E}\left[\prod_{i=j+1}^{r} f_{n_{i}}\right]+O\left(\theta^{\left(n_{j+1}-n_{j}\right)}\left\|\prod_{i=1}^{j} f_{n_{i}}\right\|\left\|_{2}\right\| \prod_{i=j+1}^{r} f_{n_{i}} \|_{2}\right) .
$$

Let $K:=$ ess sup $|f|$, then the second term is less than $C_{m i x} \theta^{\left(n_{j+1}-n_{j}\right)} \widetilde{u}_{n_{j}} \widetilde{u}_{n_{j+1}} K^{r-2}$. Thus this term is controlled by the marking with only one marked edge $\left[n_{j}, n_{j+1}\right]$. Applying the inductive assumption to each factor in the first term gives the result.

Lemma 3.23 $\exists \bar{C}_{r}>0$ such that for every set $C$ of $r$-tuples $1 \leq n_{1} \leq \cdots \leq n_{r} \leq N$,

$$
\Gamma_{C}:=\sum_{\left(n_{1}, \ldots, n_{r}\right) \in C}\left|\mathbb{E}\left[\prod_{i=1}^{r} f_{n_{i}}\right]\right| \leq \bar{C}_{r} V_{N}^{\lfloor r / 2\rfloor}
$$

Lemma 3.23 implies Lemma 3.21 since $\mathbb{E}\left(S_{N}^{r}\right)$ is a linear combination of expectations of products along $r$-tuples, with combinatorial coefficients which only depend on $r$. Therefore it suffices to prove Lemma 3.23.

Proof By Lemma 3.22, $\Gamma_{C} \leq L \sum_{\left(n_{1}, \ldots, n_{r}\right) \in C} \sum_{\substack{\text { markings }\left(e_{1}, \ldots, e_{s}\right) \\ \text { of }\left(n_{1}, \ldots, n_{r}\right)}} \prod_{j=1}^{s}\left(\widetilde{u}_{e_{j}^{-}} \widetilde{u}_{e_{j}^{+}} \theta^{\left(e_{j}^{+}-e_{j}^{-}\right)}\right)$where the marked edges are
$e_{j}=\left[e_{j}^{-}, e_{j}^{+}\right], j=1, \ldots, s$.
Collecting all terms with a fixed set of marked edges $\left(e_{1}, \ldots, e_{s}\right)$, we obtain

$$
\begin{equation*}
\Gamma_{C} \leq C(r) \sum_{s} \sum_{\left(e_{1}, \ldots, e_{s}\right)} \prod_{j=1}^{s}\left(\widetilde{u}_{e_{j}^{-}} \widetilde{u}_{e_{j}^{+}} \theta^{\left(e_{j}^{+}-e_{j}^{-}\right)}\left(e_{j}^{+}-e_{j}^{-}\right)^{r-2}\right) \tag{3.17}
\end{equation*}
$$

where $C(r) \prod_{j}\left(e_{j}^{+}-e_{j}^{-}\right)^{r-2}$ accounts for all tuples which admit a marking $\left(e_{1}, \ldots e_{s}\right)$. Indeed, for every edge $e=\left[e^{-}, e^{+}\right]$there are at most $0 \leq j \leq r-2$ vertices which may be associated to $e$, and these vertices are inside

$$
\left[e^{-}-(r-2)\left(e^{+}-e^{-}\right), e^{-}\right) \cup\left(e^{+}, e^{+}+(r-2)\left(e^{+}-e^{-}\right)\right]
$$

Thus there are at most $2(r-2)\left(e^{+}-e^{-}\right)$choices to place each vertex associated to a given edge. This gives the following bound for the number of possibilities for tuples with marking $\left(e_{1}, \ldots, e_{s}\right)$ :

$$
\prod_{e}\left(\sum_{j=0}^{r-2}\left[2(r-2)\left(e^{+}-e^{-}\right)\right]^{j}\right) \leq C(r) \prod_{e}\left(e^{+}-e^{-}\right)^{r-2}
$$

The sum over $\left(e_{1}, \ldots e_{s}\right)$ in (3.17) is estimated by $\left(\sum_{n=1}^{N-1} \sum_{m=1}^{N-n} \widetilde{u}_{n} \widetilde{u}_{n+m} \theta^{m} m^{r-2}\right)^{s}$. For each $m, \sum_{n} \widetilde{u}_{n} \widetilde{u}_{n+m}=$ $O\left(V_{N}\right)$ due to the Cauchy-Schwartz inequality and because $\sum_{n=1}^{N} \widetilde{u}_{n}^{2} \leq C V_{N}$ by assumption. Summing over $m$ gives $\Gamma_{C} \leq$ const. $\sum_{2 s \leq r} V_{N}^{s}$ where the condition $2 s \leq r$ appears because each edge involves two distinct vertices, and no vertex belongs to more than one edge. The result follows.

### 3.2.6 Characterization of Center-Tight Additive Functionals

We prove Theorem 3.8. Suppose $f$ is an a.s. uniformly bounded functional on a uniformly elliptic array $X$. We will show that the following conditions are equivalent:
(a) $\operatorname{Var}\left(S_{N}\right)=O(1)$;
(b) $f$ is the sum of a gradient and an additive functional with summable variance;
(c) $f$ is center-tight.
$(\mathbf{a}) \Rightarrow(\mathbf{b})$ : By the gradient lemma $\mathrm{f}=\nabla \mathrm{a}+\widetilde{(\mathrm{f}}+\mathrm{c})$, where a is a.s. uniformly bounded, $c_{n}^{(N)}$ are uniformly bounded constants, and $\left\|\widetilde{f}_{n}\right\|_{2} \leq u_{n}^{(N)}$. By Theorem 3.6, sup $\sum_{N} \sum_{n=3}^{k_{N}}\left(u_{n}^{(N)}\right)^{2}<\infty$, so $\widetilde{f}+c$ has summable variance, proving (b).
$(\mathbf{b}) \Rightarrow(\mathbf{c})$ : We already saw that gradients and functionals with summable variance are center-tight. Since the sum of center-tight functionals is center-tight, (c) is proved.
$(\mathbf{c}) \Rightarrow \mathbf{( a )}$ : Assume by way of contradiction that $\exists N_{i} \uparrow \infty$ such that $V_{N_{i}}:=\operatorname{Var}\left(S_{N_{i}}\right) \rightarrow \infty$. By Dobrushin's central limit theorem, $\frac{S_{N_{i}}-\mathbb{E}\left(S_{N_{i}}\right)}{\sqrt{V_{N_{i}}}}$ converges in distribution to a standard Gaussian distribution, so $\left|\exp \left(\mathrm{it} S_{N_{i}} / \sqrt{V_{N_{i}}}\right)\right| \rightarrow$
$\mathrm{e}^{-t^{2} / 2}$. But center-tightness implies that there are constants $m_{N}$ such that $\frac{S_{N_{i}-m_{N_{i}}}}{\sqrt{V_{N_{i}}}}$ converges in distribution to zero, so $\left|\exp \left(\mathrm{it} S_{N_{i}} / \sqrt{V_{N_{i}}}\right)\right| \rightarrow 1$, a contradiction.

### 3.2.7 Proof of the Two-Series Theorem

We prove Theorem 3.12.
Part (1). We suppose that f has summable variance, and prove that $S_{N}-\mathbb{E}\left(S_{N}\right)$ converges a.e. to a finite limit.
Let $f_{0}^{*}:=0, f_{n}^{*}:=f_{n}\left(X_{n}, X_{n+1}\right)-\mathbb{E}\left[f_{n}\left(X_{n}, X_{n+1}\right)\right]$, let $\mathscr{F}_{0}$ denote the trivial $\sigma$-algebra, and let $\mathscr{F}_{n}$ denote the $\sigma$-algebra generated by $X_{1}, \ldots, X_{n}$. Then $f_{k}^{*}$ is $\mathscr{F}_{k+1}$-measurable, so $f_{k}^{*}=\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{k+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{0}\right)=$ $\sum_{n=0}^{k} \mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)$. Therefore,

$$
\begin{align*}
& \sum_{k=1}^{N} f_{k}^{*}=\sum_{k=1}^{N} \sum_{n=0}^{k}\left[\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right]=\sum_{n=0}^{N} \sum_{k=n}^{N}\left[\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right] \\
& ! \\
& =\sum_{n=0}^{N} \sum_{k=n}^{\infty}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right)-\sum_{n=0}^{N} \sum_{k=N+1}^{\infty}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right) \\
& !  \tag{3.18}\\
& =\sum_{n=0}^{N} \sum_{k=n}^{\infty}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right)-\sum_{k=N+1}^{\infty} \sum_{n=0}^{N}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right) \\
& =\sum_{n=0}^{N} \sum_{k=n}^{\infty}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right)-\sum_{k=N+1}^{\infty} \mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{N+1}\right)
\end{align*}
$$

To justify the marked equalities, we need to show that the infinite sums converge absolutely in $L^{2}$. By (2.12), $\left\|\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)\right\|_{2}+\left\|\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right\|_{2} \leq 2 C_{m i x} \sqrt{\operatorname{Var}\left(f_{k}\right)} \theta^{k-n-1}$. Since $\sum_{n=1}^{\infty} \operatorname{Var}\left(f_{n}\right)<\infty, \sum_{n=0}^{N} \sum_{k=n}^{\infty}\left\|\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right\|_{2}<$ $\infty$.

$$
\begin{equation*}
\text { Let } \Delta_{n}:=\sum_{k=n}^{\infty}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right) \text { and } Z_{N}:=\sum_{k=N+1}^{\infty} \mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{N+1}\right) \tag{3.19}
\end{equation*}
$$

Equation (3.18) leads to the following martingale-coboundary decomposition: ${ }^{3}$

$$
\begin{equation*}
S_{N}-\mathbb{E}\left(S_{N}\right)=\sum_{n=0}^{N} \Delta_{n}-Z_{N} \tag{3.20}
\end{equation*}
$$

To finish the proof, we show that $\sum_{n=0}^{\infty} \Delta_{n}$ and $\lim _{N \rightarrow \infty} Z_{N}$ exist a.s.
CLAim 1. $M_{N}:=\sum_{n=0}^{N-1} \Delta_{n}$ is a martingale relative to $\left\{\mathscr{F}_{N}\right\}$, and $\sup \left\|M_{N}\right\|_{2}<\infty$. Consequently, $\lim M_{N}$ exists and is finite almost surely.
Proof of the Claim. The martingale property is because $M_{N+1}-M_{N}=\Delta_{N}$, and

[^4]$$
\mathbb{E}\left(\Delta_{N} \mid \mathscr{F}_{N}\right) \stackrel{!}{=} \sum_{k=N}^{\infty} \mathbb{E}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{N+1}\right) \mid \mathscr{F}_{N}\right)-\mathbb{E}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{N}\right) \mid \mathscr{F}_{N}\right)=0
$$

To justify $\stackrel{!}{=}$, we note that the series $\Delta_{N}=\sum_{k=N}^{\infty}\left[\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right]$ converges in $L^{2}$, because $\left\|\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k} \mid \mathscr{F}_{n}\right)\right\|_{\infty}=O\left(\theta^{k-n}\right)$. Therefore, the conditional expectation can be calculated term-byterm.

Next we show that $\left\|M_{N}\right\|_{2}$ is uniformly bounded.

$$
\begin{aligned}
& \left\|M_{N+1}\right\|_{2} \leq\left\|\sum_{n=0}^{N} \sum_{k=n}^{\infty}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right)\right\|_{2} \leq\left\|\sum_{k=0}^{\infty} \sum_{n=0}^{k \wedge N}\left(\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n+1}\right)-\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{n}\right)\right)\right\|_{2} \\
& =\left\|\sum_{k=0}^{\infty} \mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{(k \wedge N)+1}\right)\right\|_{2} \leq\left\|\sum_{k=0}^{N} f_{k}^{*}\right\|_{2}+\left\|\sum_{k=N+1}^{\infty} \mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{N+1}\right)\right\|_{2} \\
& \leq \sqrt{\sum_{k=0}^{N}\left\|f_{k}^{*}\right\|_{2}^{2}+2 \sum_{0 \leq k<\ell \leq N} \operatorname{Cov}\left(f_{k}^{*}, f_{\ell}^{*}\right)+\sum_{k=N+1}^{\infty}\left\|\mathbb{E}\left(f_{k}^{*} \mid \mathscr{F}_{N+1}\right)\right\|_{\infty}} \\
& \leq \sqrt{\sum_{k=0}^{\infty}\left\|f_{k}^{*}\right\|_{2}^{2}+2 C_{m i x} \sum_{0 \leq k<\ell \leq \infty} \theta^{\ell-k}\left\|f_{k}^{*}\right\|_{2}\left\|f_{\ell}^{*}\right\|_{2}}+C_{m i x} \sum_{k=N+1}^{\infty}\left\|f_{k}^{*}\right\|_{\infty} \theta^{k-(N+1)} .
\end{aligned}
$$

The last expression is uniformly bounded, because $\sum\left\|f_{k}^{*}\right\|_{2}^{2}=\sum \operatorname{Var}\left(f_{k}\right)<\infty$, and $\sum_{0 \leq k<\ell<\infty} \theta^{\ell-k}\left\|f_{k}^{*}\right\|_{2}\left\|f_{\ell}^{*}\right\|_{2} \leq$ $\sum_{r=1}^{\infty} \theta^{r} \sum_{k=0}^{\infty}\left\|f_{k}^{*}\right\|_{2}\left\|f_{k+r}^{*}\right\|_{2} \stackrel{!}{\leq} \frac{1}{1-\theta} \sum_{k=0}^{\infty}\left\|f_{k}^{*}\right\|_{2}^{2}$, by the inequality $|a b| \leq \frac{1}{2}\left(a^{2}+b^{2}\right)$.
Claim 2. $Z_{N} \xrightarrow[N \rightarrow \infty]{ } 0$ a.s.
Proof of the Claim. In fact we will show that $\sum Z_{N}^{2}<\infty$ almost surely.

$$
\begin{aligned}
& \quad \frac{1}{2} \mathbb{E}\left(\sum_{N=1}^{\infty} Z_{N}^{2}\right) \leq \sum_{N=1}^{\infty} \sum_{k_{2} \geq k_{1}>N} \mathbb{E}\left[\mathbb{E}\left(f_{k_{1}}^{*} \mid \mathscr{F}_{N+1}\right) \mathbb{E}\left(f_{k_{2}}^{*} \mid \mathscr{F}_{N+1}\right)\right]=\sum_{N=1}^{\infty} \sum_{k_{2} \geq k_{1}>N} \mathbb{E}\left[f_{k_{2}}^{*} \mathbb{E}\left(f_{k_{1}}^{*} \mid \mathscr{F}_{N+1}\right)\right] \\
& \stackrel{(2.13)}{\leq} C_{m i x} \sum_{N=1}^{\infty} \sum_{k_{2} \geq k_{1}>N} \theta^{k_{2}-(N+1)}\left\|f_{k_{2}}^{*}\right\|_{2}\left\|\mathbb{E}\left(f_{k_{1}}^{*} \mid \mathscr{F}_{N+1}\right)\right\|_{2}^{(2.12)} \leq C_{m i x}^{2} \sum_{N=1}^{\infty} \sum_{k_{2} \geq k_{1}>N} \theta^{k_{2}-(N+1)}\left\|f_{k_{2}}^{*}\right\|_{2} \cdot \theta^{k_{1}-(N+1)}\left\|f_{k_{1}}^{*}\right\|_{2} \\
& =C_{m i x}^{2} \theta^{-2} \sum_{j \geq 0} \theta^{j} \sum_{k>0} \theta^{2 k} \sum_{N=1}^{\infty}\left\|f_{k+N+j}^{*}\right\|_{2}\left\|f_{k+N}^{*}\right\|_{2}, \text { where } j=k_{2}-k_{1}, k=k_{1}-N .
\end{aligned}
$$

Since $a b \leq \frac{a^{2}+b^{2}}{2}$, the innermost sum is less than $\sum\left\|f_{n}^{*}\right\|_{2}^{2}$, which is finite by the assumption that $f$ has summable variance. So $\mathbb{E}\left(\sum Z_{n}^{2}\right)<\infty$, proving the claim.

By Claims 1 and 2 and equation (3.20), $\lim \left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)$ exists almost surely, and the first part of Theorem 3.12 is proved.

Part (2). Suppose first that $\operatorname{Var}\left(S_{N}\right) \nrightarrow \infty$. By Corollary 3.7 (a direct consequence of Theorem 3.6), $\operatorname{Var}\left(S_{N}\right)$ is bounded, and therefore $f$ is center-tight. By Theorem 3.8, $f=\nabla a+h$ where $h$ has summable variance.

Trading constants between h and a, we may arrange that $\mathbb{E}\left[a_{n}\left(X_{n}\right)\right]=0$ for all $n$. Then $\mathbb{E}\left(S_{N}\right)=\mathbb{E}\left[S_{N}(\mathrm{~h})\right]$, and since $S_{N}(\mathrm{f})=S_{N}(\nabla \mathrm{a})+S_{N}(\mathrm{~h})$, we get $S_{N}-a_{N+1}\left(X_{N+1}\right)-\mathbb{E}\left(S_{N}\right)=\left[S_{N}(\mathrm{~h})-\mathbb{E}\left(S_{N}(\mathrm{~h})\right)\right]-a_{1}\left(X_{1}\right)$.

The last expression has a finite a.s. limit, by part (1). This proves the direction $(\Rightarrow)$.

To see $(\Leftarrow)$, assume that there are uniformly bounded measurable functions $a_{n}: \Theta_{n} \rightarrow \mathbb{R}$ so that $S_{N}-$ $a_{N+1}\left(X_{N+1}\right)-\mathbb{E}\left(S_{N}\right)$ has a finite limit almost everywhere, and assume by contradiction that $V_{N} \rightarrow \infty$.

Then $\lim _{N \rightarrow \infty} \frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}=\lim _{N \rightarrow \infty} \frac{S_{N}-a_{N+1}\left(X_{N+1}\right)-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}=0$ a.s. , whence $\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \xrightarrow[N \rightarrow \infty]{\text { dist }} 0$. But this contradicts Dobrushin's CLT, which says that if $V_{N} \rightarrow \infty$, then $\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}$ converges in distribution to the Gaussian law.

## *3.3 The Almost Sure Invariance Principle

The CLT approximates the distribution of $S_{N}$ by the Gaussian distribution with variance $V_{N}$. The next result approximates $\left(S_{N}, S_{N+1}, S_{N+2}, \ldots\right)$ by a path of standard Brownian motion at times ( $V_{N}, V_{N+1}, V_{N+2}, \ldots$ ).

We remind the reader that a standard Brownian Motion on a probability space $\widetilde{\Omega}$ is a one-parameter family of real-valued functions $W(t): \widetilde{\Omega} \rightarrow \mathbb{R}(t \geq 0)$ s.t.:
(1) $(t, \omega) \mapsto W(t)(\omega)$ is measurable;
(2) $W(0) \equiv 0$;
(3) $W(t)-W(s)$ is normally distributed with mean zero and variance $|t-s|$;
(4) for all $0 \leq t_{1} \leq \cdots \leq t_{n}$, the random variables $W\left(t_{i}\right)-W\left(t_{i-1}\right)(i=2, \ldots, n)$ are independent;
(5) for a.e. $\omega \in \Omega$, the function $t \mapsto W(t)$ is continuous on $[0, \infty)$.

Theorem 3.24 Let f be a non center-tight uniformly bounded additive functional of a uniformly elliptic Markov chain $X$. Let $f_{n}:=f_{n}\left(X_{n}, X_{n+1}\right)$ and suppose that $\mathbb{E}\left(f_{n}\right)=0$ for all $n$. Denote $S_{N}=\sum_{n=1}^{N} f_{n}$ and let $V_{N}$ be the variance of $S_{N}$. Then there exist a number $\delta>0$, a probability space $(\widetilde{\Omega}, \widetilde{\mathbb{P}})$, and measurable functions $\widetilde{S}_{N}, W(t), \widetilde{N}: \widetilde{\Omega} \rightarrow \mathbb{R}(N \in \mathbb{N}, t \geq 0)$ such that

- $\left\{S_{N}\right\}_{N \geq 1}$ and $\left\{\widetilde{S}_{N}\right\}_{N \geq 1}$ have the same distribution;
- $W(t)$ is a standard Brownian motion on $\widetilde{\Omega}$;
- for a.e. $\omega \in \widetilde{\Omega},\left|\widetilde{S}_{N}(\omega)-W\left(V_{N}\right)(\omega)\right| \leq V_{N}^{1 / 2-\delta}$ for $N \geq \widetilde{N}(\omega)$.

Corollary 3.25 (Law of the Iterated Logarithm) With probability one,

$$
\limsup _{N \rightarrow \infty} \frac{S_{N}}{\sqrt{V_{N} \ln \ln V_{N}}}=\sqrt{2}, \quad \liminf _{N \rightarrow \infty} \frac{S_{N}}{\sqrt{V_{N} \ln \ln V_{N}}}=-\sqrt{2} .
$$

The proof of these results relies on properties of martingales which we now recall, and which can be found in [95, Theorems A. 1 and 2.2]:

Proposition 3.26 (Skorokhod's Embedding Theorem for Martingales) Suppose that $\left(\Delta_{n}, \mathcal{F}_{n}\right)$ is a martingale difference sequence with mean zero and finite variance, defined on a probability space $\Omega$. Then there is a probability space $(\widetilde{\Omega}, \widetilde{\mathcal{F}}, \widetilde{\mathbb{P}})$, a filtration $\widetilde{\mathcal{F}}_{n} \subset \widetilde{\mathcal{F}}$ and measurable functions $\widetilde{\Delta}_{n}, W(t), \tau_{n}: \widetilde{\Omega} \rightarrow \mathbb{R}$ such that $\left(\widetilde{\boldsymbol{\Delta}}_{n}, \widetilde{\mathcal{F}}_{n}\right)$ is a martingale difference sequence, $W(t)$ is a standard Brownian Motion, $\tau_{n}$ is $\widetilde{\mathcal{F}}_{n}$ measurable, and the following holds with $T_{0}=0, T_{N}=\tau_{1}+\cdots+\tau_{N}$ :
(a) $\left\{\widetilde{\boldsymbol{\Delta}}_{n}\right\}_{n \geq 1}$ and $\left\{\Delta_{n}\right\}_{n \geq 1}$ have the same law;
(b) $\widetilde{\boldsymbol{\Delta}}_{n}=W\left(T_{n}\right)-W\left(T_{n-1}\right)=W\left(T_{n-1}+\tau_{n}\right)-W\left(T_{n-1}\right)$;
(c) $\mathbb{E}\left(\tau_{n} \mid \widetilde{\mathcal{F}}_{n-1}\right)=\mathbb{E}\left(\widetilde{\boldsymbol{\Delta}}_{n}^{2} \mid \widetilde{\mathcal{F}}_{n-1}\right)$;
(d) For each $p \geq 1$ there is $C_{p}$ such that $\mathbb{E}\left(\tau_{n}^{p} \mid \widetilde{\mathcal{F}}_{n-1}\right) \leq C_{p} \mathbb{E}\left(\Delta_{n}^{2 p} \mid \mathcal{F}_{n-1}\right)$.

Proposition 3.27 (Doob's Maximal Inequality for Martingales) Let $\Delta_{n}$ be a martingale difference, and let $S_{N}=\sum_{n=1}^{N} \Delta_{n}$. Then for each $p>1, \mathbb{E}\left(\max _{n \in[1, N]}\left|S_{n}\right|^{p}\right) \leq\left(\frac{p}{p-1}\right)^{p} \mathbb{E}\left(\left|S_{N}\right|^{p}\right)$.

Proof of Theorem 3.24. It suffices to prove the result in the case when $f_{n}$ is a martingale difference sequence, with respect to the $\sigma$-algebras $\mathcal{F}_{n}$ generated by $X_{1}, \ldots, X_{n}, X_{n+1}$. We can always reduce to this case, by replacing $f_{n}$ with the $\Delta_{n}$ defined in (3.19). By (3.20) and Lemma 2.14, $S_{N}=\sum_{n=1}^{N} \Delta_{n}+O(1)$ and $\operatorname{Var}\left(S_{N}\right)=\operatorname{Var}\left(\sum_{n=1}^{N} \Delta_{n}\right)+O(1)$. So if we can prove the theorem for $\sum_{n=1}^{N} \Delta_{n}$, then we can prove it for $\sum_{n=1}^{N} f_{n}$.

Note that $\Delta_{n}$ is a martingale difference with zero mean and finite variance. The reader can easily verify using the Markov property that $\Delta_{n}$ has measurable versions of the form $\Delta_{n}=\Delta_{n}\left(X_{n}, X_{n+1}\right)$. By (2.11), sup ess sup $\left|\Delta_{n}\right|<\infty$.

Henceforth we assume that $f_{n}$ is a martingale difference sequence with zero mean. By Lemma $3.16, V_{N}$ is monotonically increasing.

Let $\left\{\widetilde{\boldsymbol{\Delta}}_{n}\right\}, \tau_{n}, T_{N}, W(t)$ be the objects provided by Skorokhod's embedding theorem. We claim that $W$ and $\widetilde{S}_{N}=\sum_{n=1}^{N} \widetilde{\Delta}_{N}$ satisfy the conditions of Theorem 3.24. The proof consists of several steps.

Lemma 3.28 $\mathbb{E}\left(T_{N}\right)=V_{N}$, and $\operatorname{Var}\left(T_{N}\right) \leq C V_{N}$ for some positive constant $C$.
Proof $\mathbb{E}\left(T_{N}\right)=V_{N}$, by Proposition 3.26 and Lemma 3.16. Split $T_{N}-\mathbb{E}\left(T_{N}\right)=\sum_{n=1}^{N}\left[\tau_{n}-\widetilde{\boldsymbol{\Delta}}_{n}^{2}\right]+\sum_{n=1}^{N}\left[\widetilde{\boldsymbol{\Delta}}_{n}^{2}-\mathbb{E}\left(\widetilde{\boldsymbol{\Delta}}_{n}^{2}\right)\right]$.
By the Cauchy-Schwarz inequality, it is enough to show that the variance of each sum is $O\left(V_{N}\right)$. By Proposition 3.26(c), the first sum is a martingale, hence by Lemma 3.16,

$$
\operatorname{Var}\left(\sum_{n=1}^{N}\left[\tau_{n}-\widetilde{\Delta}_{n}^{2}\right]\right)=\sum_{n=1}^{N} \mathbb{E}\left(\left[\tau_{n}-\widetilde{\Delta}_{n}^{2}\right]^{2}\right) \stackrel{!}{\leq} \text { const. } \sum_{n=1}^{N} \mathbb{E}\left(\widetilde{\boldsymbol{\Delta}}_{n}^{4}\right),
$$

where the last step uses the Cauchy-Schwarz inequality, and Proposition 3.26 (d) with $p=2$. Since $\Delta_{n}$ are uniformly bounded,

$$
\begin{equation*}
\sum_{n=1}^{N} \mathbb{E}\left(\widetilde{\boldsymbol{\Delta}}_{n}^{4}\right)=\sum_{n=1}^{N} \mathbb{E}\left(\Delta_{n}^{4}\right) \leq \text { const. } \sum_{n} \mathbb{E}\left(\Delta_{n}^{2}\right) \leq \text { const. } V_{N} \tag{3.21}
\end{equation*}
$$

Next, $\operatorname{Var}\left(\sum_{n=1}^{N}\left[\widetilde{\Delta}_{n}^{2}-\mathbb{E}\left(\widetilde{\boldsymbol{\Delta}}_{n}^{2}\right)\right]\right)=\operatorname{Var}\left(\sum_{n=1}^{N}\left[\Delta_{n}^{2}-\mathbb{E}\left(\Delta_{n}^{2}\right)\right]\right) \leq$ const. $\sum_{n=1}^{N} \mathbb{E}\left(\left[\Delta_{n}^{2}-\mathbb{E}\left(\Delta_{n}^{2}\right)\right]^{2}\right) \leq$ const. $V_{N}$
where the first step follows by Prop. 3.26, second follows by Lemma 3.4 and the third follows by (3.21) This completes the proof.

Let $\alpha_{1}>1$ be a numerical parameter to be chosen later. Let $N_{k}$ be the smallest number such that $V_{N_{k}} \geq k^{\alpha_{1}}$. We denote $\mathcal{V}_{k}:=V_{N_{k}}$. First, we will prove Theorem 3.24 along the sequence $N_{k}$. Then we will estimate the oscillation of $\widetilde{S}_{N}$ and $W\left(V_{N}\right)$ between consecutive $N_{k}$, and deduce the theorem for $N_{k} \leq N<N_{k+1}$.
Lemma 3.29 Suppose that $\alpha_{2}>\frac{1+1 / \alpha_{1}}{2}$. Then with probability one, for all large $N$ we have $\left|T_{N_{k}}-\mathcal{V}_{k}\right| \leq \mathcal{V}_{k}^{\alpha_{2}}$.
Proof We saw above that $\mathcal{V}_{k}=\mathbb{E}\left(T_{N_{k}}\right)$. By Lemma 3.28 and Chebyshev's inequality,

$$
\mathbb{P}\left(\left|T_{N_{k}}-\mathcal{V}_{k}\right|>\mathcal{V}_{k}^{\alpha_{2}}\right) \leq C \mathcal{V}_{k}^{1-2 \alpha_{2}} \leq C k^{\alpha_{1}\left(1-2 \alpha_{2}\right)}
$$

Since $\alpha_{1}\left(2 \alpha_{2}-1\right)>1$, the result follows from the Borel-Cantelli lemma.

## Lemma 3.30

(a) If $\alpha_{3}>\alpha_{2} / 2$, then with probability one, for all large $k,\left|\widetilde{S}_{N_{k}}-W\left(\mathcal{V}_{k}\right)\right| \leq \mathcal{V}_{k}^{\alpha_{3}}$.
(b) If $\alpha_{3}>\frac{1}{2}\left(1-\alpha_{1}^{-1}\right)$, then with probability one, for all large $k, \max _{t \in\left[\mathcal{V}_{k}, \mathcal{V}_{k+1}\right]}\left|W(t)-W\left(\mathcal{V}_{k}\right)\right| \leq \mathcal{V}_{k}^{\alpha_{3}}$.

Proof By Lemma 3.29 and the identity $\widetilde{S}_{N_{k}}=W\left(T_{N_{k}}\right)$,
$\mathbb{P}\left\{\left|\widetilde{S}_{N_{k}}-W\left(\mathcal{V}_{k}\right)\right| \geq \mathcal{V}_{k}^{\alpha_{3}} \quad\right.$ for infinitely many $\left.k\right\} \leq \mathbb{P}\left\{\max _{t \in\left[\mathcal{V}_{k}-\mathcal{V}_{k}^{\alpha_{2}}, \mathcal{V}_{k}+\mathcal{V}_{k}^{\alpha_{2}}\right]}\left|W(t)-W\left(\mathcal{V}_{k}\right)\right| \geq \mathcal{V}_{k}^{\alpha_{3}}\right.$ for infinitely many $\left.k\right\}$.
Thus to prove part (a), it suffices to show that $\sum_{k} \mathbb{P}\left(\max _{t \in\left[\mathcal{V}_{k}-\mathcal{V}_{k}^{\left.\alpha_{2}, \mathcal{V}_{k}+\mathcal{V}_{k}^{\alpha_{2}}\right]}\right.}\left|W(t)-W\left(\mathcal{V}_{k}\right)\right| \geq \mathcal{V}_{k}^{\alpha_{3}}\right)<\infty$.
It suffices to check that $\sum_{k} \mathbb{P}\left(\max _{t \in\left[\mathcal{V}_{k}, \mathcal{V}_{k}+\mathcal{V}_{k}^{\alpha_{2}}\right]}\left|W(t)-W\left(\mathcal{V}_{k}\right)\right| \geq \mathcal{V}_{k}^{\alpha_{3}}\right)<\infty$, the interval $\left[\mathcal{V}_{k}-\mathcal{V}_{k}^{\alpha_{2}}, \mathcal{V}_{k}\right]$ completely analogous.

By the reflection principle, for any $a<b$ and $h>0, \mathbb{P}\left(\max _{t \in[a, b]}[W(t)-W(a)] \geq h\right)$ and $\mathbb{P}\left(\min _{t \in[a, b]}[W(t)-W(a)] \leq-h\right)$ are both equal to $2 \mathbb{P}(W(b)-W(a) \geq h)$ (see [104, property (1.7.4)].) Hence

$$
\begin{gather*}
\mathbb{P}\left(\max _{t \in\left[\mathcal{V}_{k}, \mathcal{V}_{k}+\mathcal{V}_{k}^{\alpha_{2}}\right]}\left|W(t)-W\left(\mathcal{V}_{k}\right)\right| \geq \mathcal{V}_{k}^{\alpha_{3}}\right) \leq 4 \mathbb{P}\left(W\left(\mathcal{V}_{k}+\mathcal{V}_{k}^{\alpha_{2}}\right)-W\left(\mathcal{V}_{k}\right) \geq \mathcal{V}_{k}^{\alpha_{3}}\right) \\
\stackrel{!}{=} 4 \int_{\mathcal{V}_{k}^{\alpha_{3}-\left(\alpha_{2} / 2\right)}}^{\infty} \frac{\mathrm{e}^{-u^{2} / 2}}{\sqrt{2 \pi}} \mathrm{~d} u \stackrel{!!}{\leq} 4 \mathrm{e}^{-(1 / 2) \mathcal{V}_{k}^{2 \alpha_{3}-\alpha_{2}}} \leq 4 \mathrm{e}^{-c k^{\beta_{1}}} \tag{3.22}
\end{gather*}
$$

where $c>0$ and $\beta_{1}=\left(2 \alpha_{3}-\alpha_{2}\right) \alpha_{1}>0$. (!) holds since $\left[W\left(\mathcal{V}_{k}+\mathcal{V}_{k}^{\alpha_{2}}\right)-W\left(\mathcal{V}_{k}\right)\right] / \mathcal{V}_{k}^{\alpha_{2} / 2}$ is a standard normal, (!!) is because for $h>0, \int_{h}^{\infty} \mathrm{e}^{-u^{2} / 2} \mathrm{~d} u \leq \int_{h}^{\infty} \frac{u}{h} \mathrm{e}^{-u^{2} / 2} \mathrm{~d} u=\frac{\mathrm{e}^{-h^{2} / 2}}{h}$. Since (3.22) is summable in $k$, part (a) follows.

To prove part (b) we first claim that

$$
\begin{equation*}
\operatorname{Var}\left(S_{N_{k+1}}-S_{N_{k}}\right) \asymp k^{\alpha_{1}-1} \tag{3.23}
\end{equation*}
$$

Indeed $\mathcal{V}_{k+1}=\operatorname{Var}\left(S_{N_{k+1}}\right)=\mathcal{V}_{k}+\operatorname{Var}\left(S_{N_{k+1}}-S_{N_{k}}\right)+2 \operatorname{Cov}\left(S_{N_{k}}, S_{N_{k+1}}-S_{N_{k}}\right)$. Since $V_{N}$ is increasing, $N_{k}$ is increasing. By (2.13) and the uniform boundness of $f_{n}$, there is $0<\theta<1$ such that

$$
\operatorname{Cov}\left(S_{N_{k}}, S_{N_{k+1}}-S_{N_{k}}\right)=\sum_{n_{1}=1}^{N_{k}} \sum_{n_{2}=N_{k}+1}^{N_{k+1}} \operatorname{Cov}\left(f_{n_{1}}, f_{n_{2}}\right) \leq \text { const. } \sum_{n_{1}=1}^{N_{k}} \sum_{n_{2}=N_{k}+1}^{N_{k+1}} \theta^{n_{2}-n_{1}} \leq \text { const. } \sum_{m=1}^{\infty} m \theta^{m} \leq \text { const. }
$$

So $\operatorname{Var}\left(S_{N_{k+1}}-S_{N_{k}}\right)=\mathcal{V}_{k+1}-\mathcal{V}_{k}+O(1)$ and (3.23) follows from the definition of $N_{k}$.
Now similarly to part (a), we obtain $\mathbb{P}\left(\max _{t \in\left[\mathcal{V}_{k}, V_{k+1}\right]}\left|W(t)-W\left(T_{N_{k}}\right)\right| \geq \mathcal{V}_{k}^{\alpha_{3}}\right) \leq \mathrm{e}^{-c k^{\beta_{2}}}$, where $c>0$ and

$$
\begin{equation*}
\beta_{2}=2 \alpha_{1} \alpha_{3}-\left(\alpha_{1}-1\right)=\alpha_{1}\left[2 \alpha_{3}+\frac{1}{\alpha_{1}}-1\right]>0 \tag{3.24}
\end{equation*}
$$

Part (b) can now be proved the same way we proved part (a).
Lemma 3.31 If $\alpha_{3}>\frac{1-1 / \alpha_{1}}{2}$, then with probability one, for all large $k$

$$
\max _{n \in\left[N_{k}, N_{k+1}\right]}\left|\widetilde{S}_{n}-\widetilde{S}_{N_{k}}\right| \leq \mathcal{V}_{k}^{\alpha_{3}}
$$

Proof It suffices to prove the proposition with $S_{N}$ in place of $\widetilde{S}_{N}$. For each $p \in 2 \mathbb{N}$,

$$
\begin{aligned}
& \mathbb{P}\left(\max _{n \in\left[N_{k}, N_{k+1}\right]}\left|S_{n}-S_{N_{k}}\right| \geq \mathcal{V}_{k}^{\alpha_{3}}\right) \stackrel{(1)}{\leq} \mathbb{E}\left(\max _{n \in\left[N_{k}, N_{k+1}\right]}\left|S_{n}-S_{n_{k}}\right|^{p}\right) / \mathcal{V}_{k}^{\alpha_{3} p} \\
& \stackrel{(2)}{\leq} \text { const. } \frac{\mathbb{E}\left[\left|S_{N_{k+1}}-S_{N_{k}}\right|^{p}\right]}{V_{k}^{\alpha_{3} p}} \stackrel{(3)}{\leq} \text { const. } \frac{\left[\operatorname{Var}\left(S_{N_{k+1}}-S_{N_{k}}\right)\right]^{p / 2}}{\mathcal{V}_{k}^{\alpha_{3} p}} \stackrel{(4)}{\leq} \text { const. } k^{-p \beta_{2} / 2}
\end{aligned}
$$

where $\beta_{2}$ is given by (3.24). Inequality (1) is by Markov's inequality. Inequality (2) is by Doob's maximal inequality. Inequality (3) uses the assumption that $p$ is even, and the moment bound in Lemma 3.21. Inequality (4) uses (3.23).

Thus the lemma follows from Borel-Cantelli lemma after taking $p>\frac{1}{\beta_{2}}$.
We are now ready to prove Theorem 3.24. Take

$$
\begin{equation*}
\alpha_{3}>\frac{1}{2} \max \left(\alpha_{2}, 1-\alpha_{1}^{-1}\right) \tag{3.25}
\end{equation*}
$$

Given $N$ take $k$ such that $N_{k} \leq N<N_{k+1}$. Then $\left|\widetilde{S}_{N}-W\left(V_{N}\right)\right| \leq\left|\widetilde{S}_{N_{k}}-W\left(\mathcal{V}_{k}\right)\right|+\left|W\left(V_{N}\right)-W\left(\mathcal{V}_{k}\right)\right|+\left|\widetilde{S}_{N}-\widetilde{S}_{N_{k}}\right|$.
We claim that with probability one, each term is less than or equal to $\mathcal{V}_{k}^{\alpha_{3}}$, for all $k$ large enough. For the first term, this follows from Lemma 3.30(a). For the second term, this follows from Lemma 3.30(b) and the monotonicity of $V_{N}$. For the last term, this follows from Lemma 3.31.

Thus, for every $\alpha_{4}>\alpha_{3}$, with probability 1 , for all large $N,\left|\widetilde{S}_{N}-W\left(V_{N}\right)\right| \leq 3 \mathcal{V}_{k}^{\alpha_{3}} \leq \mathcal{V}_{k}^{\alpha_{4}} \leq V_{N}^{\alpha_{4}}$. Since $\alpha_{2}$ can be taken arbitrary close to $\frac{1+1 / \alpha_{1}}{2}$, we conclude from (3.25) that $\alpha_{4}$ could be taken arbitrary close to $\min _{\alpha_{1}>1} \max \left(\frac{1+\left(1 / \alpha_{1}\right)}{4}, \frac{1-\left(1 / \alpha_{1}\right)}{2}\right)=\frac{1}{3}$. This shows that the theorem holds for any $\delta<\frac{1}{2}-\frac{1}{3}=\frac{1}{6}$.

We note for future reference that in this proof, the final choice of constants is $\alpha_{1} \downarrow 3, \alpha_{2} \downarrow \frac{2}{3}$, $\alpha_{3} \downarrow \frac{1}{3}$, and $\alpha_{4} \downarrow \frac{1}{3}$, where $\alpha \downarrow c$ means that $\alpha>c$, and $\alpha$ can be taken arbitrary close to $c$.
Proof of the Law of the Iterated Logarithm (Corollary 3.25). The law of the iterated logarithm for the Brownian Motion [68, Theorem 8.5.1] says that with probability one, $\limsup _{t \rightarrow \infty} \frac{W(t)}{\sqrt{t \ln \ln t}}=\sqrt{2}$. It follows that with probability one:

$$
\begin{array}{rlr}
\sqrt{2} & =\limsup _{t \rightarrow \infty} \frac{W(t)}{\sqrt{t \ln \ln t}}=\limsup _{k \rightarrow \infty} \frac{W\left(\mathcal{V}_{k}\right)}{\sqrt{\mathcal{V}_{k} \ln \ln \mathcal{V}_{k}}} & \text { by Lemma } 3.30 \text { with } \alpha_{3} \approx \frac{1}{3} \\
& =\limsup _{k \rightarrow \infty} \frac{\widetilde{S}_{N_{k}}}{\sqrt{\mathcal{V}_{k} \ln \ln \mathcal{V}_{k}}} & \text { by Theorem 3.24 } \\
& =\limsup _{N \rightarrow \infty} \frac{\widetilde{S}_{N}}{\sqrt{V_{N} \ln \ln V_{N}}} & \text { by Lemma 3.31 with } \alpha_{3} \approx \frac{1}{3} .
\end{array}
$$

By Theorem 3.24, $\left\{S_{N}\right\}$ and $\left\{\widetilde{S}_{N}\right\}$ are equal in law. Therefore, with probability one, lim sup $\frac{S_{N}}{\sqrt{V_{N} \ln \ln V_{N}}}=\sqrt{2}$.
By the symmetry $f \leftrightarrow-f$, the liminf is a.s. $-\sqrt{2}$ as well.

### 3.4 Notes and References

The connection between the non-growth of the variance and a representation in terms of gradients is well-known for stationary stochastic processes. The first result in this direction we are aware of is Leonov's theorem [129]. He showed that the asymptotic variance of a homogeneous additive functional of a stationary homogeneous Markov chain is zero iff the additive functional is the sum of a gradient and a constant. Rousseau-Egele [168] and Guivarc'h \& Hardy [88] extended this to the context of dynamical systems preserving an invariant Gibbs measure. Kifer [112], Conze \& Raugi [31], Dragičević, Froyland \& González-Tokman [64] have proved versions of Leonov's theorem for random and/or sequential dynamical systems (see §9.4).

The connection between center-tightness and gradients is a central feature of the theory of cocycles over ergodic transformations. Suppose $T: X \rightarrow X$ is an ergodic probability preserving transformation on a nonatomic probability space. For every measurable $f: X \rightarrow \mathbb{R},\left\{f \circ T^{n}\right\}$ is a stationary stochastic process, and $S_{N}=f+f \circ T+\cdots+f \circ T^{N-1}$ are called the ergodic sums of the cocycle $f$. A coboundary is a function of the form $f=g-g \circ T$ with $g$ measurable. Schmidt characterized cocycles with center-tight $S_{N}$ as those arising from coboundaries [178, page 181]. These results extend to cocycles taking values in locally compact groups, see Moore \& Schmidt [145] and Aaronson \& Weiss [8]. For more on this, see Aaronson [1, chapter 8], and Bradley [16, chapters 8,19]. We also refer to [83] for an analogous result in the continuous setting.

The characterization of center-tightness for inhomogeneous Markov chains in Theorem 3.8 seems to be new. The inhomogeneous theory is different from the stationary theory in that there is another cause for center-tightness: Having summable variance. This cannot happen in the stationary homogeneous world, unless $f_{i}=$ const.

We have already commented that if $X$ satisfies the one-step ellipticity condition and $f_{k}=f_{k}\left(X_{k}\right)$, then the variance estimate in Theorem 3.6 can be replaced by the simpler estimate (3.1), see [50],[181],[56]. Theorem 3.6 for $f_{k}=f_{k}\left(X_{k}, X_{k+1}\right)$ seems to be new.

Theorem 3.10 is a special case of a result of Dobrushin [50], which also applies to some unbounded additive functionals. Our proof follows the paper of Sethuraman \& Varadhan [181] closely, except for minor changes needed to deal with additive functionals of the form $f_{k}\left(X_{k}, X_{k+1}\right)$, instead of $f_{k}\left(X_{k}\right)$.

McLeish's lemma, the martingale CLT, and their proofs are due to McLeish [140]. We refer the reader to Hall \& Heyde [95] for the history of this result, further extensions, and references.

Theorem 3.12 extends the Kolmogorov-Khintchin "two-series theorem" [117]. There are other extensions to sums of dependent random variables, for example for martingales (Hall \& Heyde [95, chapter 2]), for sums of negatively dependent random variables (Matula [138]) and for Birkhoff sums of expanding maps (Conze \& Raugi [31]). The proofs of theorems 3.10 and 3.12 use Gordin's "martingale-coboundary decomposition" [81], see also [95],[120].

Theorem 3.11 is due to B.A. Lifshits [131]. Actually, he proved a more general result which also applies to the unbounded additive functionals considered in Dobrushin's paper. For an extension to $\phi$-mixing processes, see [143, Theorem 6.17].

The first results on the law of the iterated logarithm (LIL) were obtained by Khinchin [108] and Kolmogorov [115], in the setting of bounded i.i.d. random variables. Kolmogorov's result also applies to certain sequences of non-identically distributed but independent and bounded random variables, and this was further extended to the unbounded case by Hartman and Wintner [96].

The almost sure invariance principle (ASIP) for independent identically distributed random variables and its application to the proof of the LIL are due to Strassen [193]. He used Skorokhod's embedding theorem [186]. Komlós, Major and Tusnády found an alternative proof, which gives better error rates [118].

In the stationary case, a classical application of ASIP is the functional central limit theorem, which says that a random function $W_{N}:[0,1] \rightarrow \mathbb{R}$ obtained by linear interpolation of the points $W_{N}\left(\frac{n}{N}\right)=\frac{S_{n}-\mathbb{E}\left(S_{n}\right)}{\sqrt{N}}$ converges in law as $N \rightarrow \infty$ to a Brownian Motion. In the inhomogeneous case, such results are only available after a random time change, so they are more complicated to state. See [95] for the precise statements.

Skorokhod's embedding theorem was extended to martingales in [36, 66, 194], and Stout extended the ASIP to martingales differences in [192]. Philipp \& Stout [157] gave a further extension to weakly dependent random variables, including Markov chains. Cuny and Merlevède [35] proved the ASIP for reverse martingale differences. The martingale methods can be used to prove the ASIP for time-series of dynamical systems, homogeneous and inhomogeneous, see e.g. [43], [63], [97] (this is a very partial list).

For an alternative approach to the ASIP, based on perturbation operators, see [86]. This was applied in the inhomogeneous setup in [65].

## Chapter 4

## The Essential Range and Irreducibility


#### Abstract

The local limit theorem may fail for additive functionals whose range can be reduced by subtracting a center-tight functional. In this chapter we study the structure of such functionals, and calculate the smallest possible algebraic range which can be obtained this way.


### 4.1 Definitions and Motivation

Let $\mathrm{f}=\left\{f_{n}\right\}$ be an additive functional of a Markov chain $\mathrm{X}:=\left\{X_{n}\right\}$. The algebraic range of $(\mathrm{X}, \mathrm{f})$ is the intersection $G_{\text {alg }}(\mathrm{X}, \mathrm{f})$ of all closed groups $G$ such that

$$
\begin{equation*}
\forall n \exists c_{n} \in \mathbb{R} \text { s.t. } \mathbb{P}\left[f_{n}\left(X_{n}, X_{n+1}\right)-c_{n} \in G\right]=1 . \tag{4.1}
\end{equation*}
$$

Later (Lemma 4.15), we will see that $G_{a l g}(\mathrm{X}, \mathrm{f})$ itself satisfies (4.1), therefore $G_{a l g}(\mathrm{X}, \mathrm{f})$ is the smallest closed group satisfying (4.1).
Example 4.1 (The Simple Random Walk) Suppose $\left\{X_{n}\right\}$ are independent random variables such that $\mathbb{P}\left(X_{n}=\right.$ $\pm 1)=\frac{1}{2}$, and let $f_{n}(x, y)=x$. Then $S_{n}=X_{1}+\cdots+X_{n}$ is the simple random walk on $\mathbb{Z}$. The algebraic range in this case is $2 \mathbb{Z}$.

Proof: $G_{\text {alg }} \subset 2 \mathbb{Z}$, because we can take $c_{n}:=-1$. Assume by contradiction that $G_{\text {alg }} \subsetneq 2 \mathbb{Z}$, then $G_{\text {alg }}=t \mathbb{Z}$ for $t \geq 4$, and the supports of $S_{n}$ are cosets of $t \mathbb{Z}$. But this is false, because $\exists a_{1}, a_{2}$ s.t. $\left|a_{1}-a_{2}\right|<t$ and $\mathbb{P}\left(S_{n}=a_{i}\right) \neq 0$ : For $n$ odd take $a_{i}=(-1)^{i}$, and for $n$ even take $a_{i}=1+(-1)^{i}$.

The lattice case is the case when $G_{\text {alg }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ for some $t \geq 0$. The non-lattice case is the case when $G_{a l g}(\mathrm{X}, \mathrm{f})=\mathbb{R}$. This distinction appears naturally in the study of the LLT for the following reason. If $G_{\text {alg }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ and $\gamma_{N}:=c_{1}+\cdots+c_{N}$, then

$$
\mathbb{P}\left(S_{N} \in \gamma_{N}+t \mathbb{Z}\right)=1 \text { for all } N .
$$

In this case, $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=0$ whenever $|a-b|<t$ and $z_{N}+(a, b)$ falls inside the gaps of $\gamma_{N}+t \mathbb{Z}$, and $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right) \stackrel{?}{\sim} \frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}$ fails. This is the lattice obstruction to the local limit theorem.

There is a related, but more subtle, obstruction. An additive functional $f$ is called reducible on $X$, if there is another additive functional g on X such that $\mathrm{f}-\mathrm{g}$ is center-tight, and $G_{\text {alg }}(\mathrm{X}, \mathrm{g}) \subsetneq G_{\text {alg }}(\mathrm{X}, \mathrm{f})$. In this case we say that g is a reduction of f , and that $G_{\text {alg }}(\mathrm{X}, \mathrm{g})$ is a reduced range of f . An additive functional without reductions is called irreducible.

Example 4.2 (Simple Random Walk with Continuous First Step) Suppose $\left\{X_{n}\right\}_{n \geq 1}$ are independent real valued random variables such that $X_{1}$ has a continuous distribution $\mathfrak{F}$ with compact support, and $X_{2}, X_{3}, \ldots$ are equal to $\pm 1$ with equal probabilities. Let $f_{n}(x, y)=x$, then $S_{n}=X_{1}+X_{2}+\cdots+X_{n}$. Because of the continuously distributed first step, $G_{a l g}(\mathrm{f})=\mathbb{R}$. But if we subtract from f the center-tight functional c with components

$$
c_{n}(x, y)=x \text { when } n=1 \text { and } c_{n}(x, y) \equiv 0 \text { when } n>1,
$$

then the result $\mathrm{g}:=\mathrm{f}-\mathrm{c}$ has algebraic range $2 \mathbb{Z}$. So f is reducible.
The reduction $g$ satisfies the lattice local limit theorem (see Chapter 1), because it generates the (delayed) simple random walk. But for a general distribution $\mathfrak{F}, f=g+c$ does not satisfy the LLT, lattice or non-lattice.

This can be seen by direct calculations, using the fact that the distribution of $S_{n}$ is the convolution of $\mathscr{F}$ and the centered binomial distribution. See chapter 6 for details.

Here we see an instance of the reducibility obstruction to the LLT: A situation when the LLT fails because the additive functional is a sum of a lattice term which satisfies the lattice LLT and a non-lattice center-tight term which spoils it.

The reducibility obstruction to the LLT raises the following questions:
(1) Given a reducible additive functional $f$, is there an "optimal" center-tight functional $c$ such that $f-c$ is irreducible?
(2) What is the algebraic range of the optimal reduction?

Motivated by these questions, we introduce the essential range of f :

$$
G_{\text {ess }}(\mathrm{X}, \mathrm{f}):=\bigcap\left\{G_{\text {alg }}(\mathrm{X}, \mathrm{~g}): \mathrm{f}-\mathrm{g} \text { is center-tight }\right\} .
$$

This is a closed sub-group of $G_{\text {alg }}(\mathrm{X}, \mathrm{f})$. In this language, f is irreducible iff $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=G_{\text {alg }}(\mathrm{X}, \mathrm{f})$, and an optimal reduction is g such that $\mathrm{f}-\mathrm{g}$ is center-tight, and $G_{\text {alg }}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$.

### 4.2 Main Results

### 4.2.1 Markov Chains

The questions raised at the end of the last section can be answered using the structure constants $d_{n}(\xi)$ introduced in (2.26).

Assume henceforth that $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain $X$. Define the co-range of $f$ to be the set

$$
H(\mathrm{X}, \mathrm{f}):=\left\{\xi \in \mathbb{R}: \sum_{n=3}^{\infty} d_{n}(\xi)^{2}<\infty\right\}
$$

Theorem 4.3 If $\mathfrak{f}$ is center-tight then $H(\mathrm{X}, \mathfrak{f})=\mathbb{R}$, and if not then either $H(\mathrm{X}, \mathfrak{f})=\{0\}$, or $H(\mathrm{X}, \mathfrak{f})=t \mathbb{Z}$ for some $t \geq \pi /(3$ ess sup $|\mathrm{f}|)$.

Theorem 4.4 (a) If $H(\mathrm{X}, \mathrm{f})=0$, then $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$.
(b) If $H(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ with $t \neq 0$, then $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\frac{2 \pi}{t} \mathbb{Z}$.
(c) If $H(\mathrm{X}, \mathrm{f})=\mathbb{R}$, then $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\{0\}$.

Theorem 4.5 There exists an irreducible uniformly bounded additive functional g such that $\mathrm{f}-\mathrm{g}$ is center-tight, and $G_{\text {alg }}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$.

Corollary 4.6 If $G_{\text {ess }}(X, f)=t \mathbb{Z}$ with $t \neq 0$, then $|t| \leq 6$ ess sup $|f|$.
The corollary follows directly from Theorems 4.3 and 4.4(b).

### 4.2.2 Markov Arrays

Let $f$ be an additive functional on a Markov array X with row lengths $k_{N}+1$, then we can make the following definitions:

- The algebraic range $G_{a l g}(\mathrm{X}, \mathrm{f})$ is the intersection of all closed subgroups $G$ of $\mathbb{R}$ such that for all $N$ and $1 \leq k \leq k_{N}, \exists c_{k}^{(N)} \in \mathbb{R}$ s.t. $\mathbb{P}\left[f_{k}^{(N)}\left(X_{k}^{(N)}, X_{k+1}^{(N)}\right)-c_{k}^{(N)} \in G\right]=1$.
- The essential range $G_{\text {ess }}(\mathrm{X}, \mathrm{f})$ is the intersection of the algebraic ranges of all additive functionals of the form $f-h$ where $h$ is center-tight.
- The co-range is $H(\mathrm{X}, \mathrm{f}):=\left\{\xi \in \mathbb{R}: \sup _{N} \sum_{k=3}^{k_{N}} d_{k}^{(N)}(\xi)^{2}<\infty\right\}$.
- An additive functional f is called irreducible if $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=G_{\text {alg }}(\mathrm{X}, \mathrm{f})$.

This is consistent with the definitions for Markov chains, see Corollary 4.8 below.
Theorem 4.7 The results of Theorems 4.3, 4.4, 4.5 and of Corollary 4.6 hold for all a.s. uniformly bounded additive functionals on uniformly elliptic Markov arrays.

Corollary 4.8 Suppose $\mathfrak{f}=\left\{f_{n}\right\}$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain $\mathrm{X}=\left\{X_{n}\right\}$. Let $\widetilde{f}=\left\{f_{n}^{(N)}\right\}$ be an additive functional on a Markov array $\widetilde{\mathrm{X}}=\left\{X_{n}^{(N)}\right\}$ s.t. $f_{n}^{(N)}=f_{n}$ and $X_{n}^{(N)}=X_{n}$. Then $G_{\text {alg }}(\widetilde{\mathrm{X}}, \mathfrak{f})=G_{\text {alg }}(\mathrm{X}, \mathrm{f}), G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=G_{\text {ess }}(\mathrm{X}, \mathrm{f}), H(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=H(\mathrm{X}, \mathrm{f})$.

Proof The equality of the algebraic ranges and of the co-ranges is trivial, but the equality of the essential ranges requires justification, because some center-tight functionals on Markov arrays are not of the form $h_{n}^{(N)}=h_{n}$. However, since the co-ranges agree, the essential ranges also agree, by the version of Theorem 4.4 for arrays.

### 4.2.3 Hereditary Arrays

Some results for Markov chains do not extend to general Markov arrays. Of particular importance is the following fact, which we will need for the proof of the LLT in Chapter 5. Recall the definition of $D_{N}(\xi)$ from (2.26).
Theorem 4.9 Suppose f is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain $X$, then

$$
\begin{equation*}
D_{N}(\xi) \xrightarrow[N \rightarrow \infty]{\longrightarrow} \infty \text { uniformly on compact subsets of } H(\mathrm{X}, \mathrm{f})^{c} \tag{4.2}
\end{equation*}
$$

Proof Suppose $\xi \in \mathbb{R} \backslash H(\mathrm{X}, \mathrm{f})$, then $\sup _{N} D_{N}(\xi)=\infty$, so $D_{N}(\xi)=\sum_{k=3}^{N} d_{k}(\xi)^{2} \underset{N \rightarrow \infty}{ } \sum_{k=3}^{\infty} d_{k}(\xi)^{2} \equiv \sup _{N} D_{N}(\xi)=\infty$. The convergence is uniform on compacts, because in the case of Markov chains, $D_{N}(\xi)$ is non-decreasing, and $\xi \mapsto D_{N}(\xi)$ are continuous.

Let $f$ be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array $X$. We call ( $\mathrm{X}, \mathrm{f}$ )

- hereditary, if $D_{N}(\xi) \xrightarrow[N \rightarrow \infty]{ } \infty$ for all $\xi \in \mathrm{H}(\mathrm{X}, \mathrm{f})^{c}$; and
- stably hereditary, if $D_{N}(\xi) \xrightarrow[N \rightarrow \infty]{\longrightarrow} \infty$ uniformly on compacts in $\mathrm{H}(\mathrm{X}, \mathrm{f})^{c}$.

By Theorem 4.9, every a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain is stably hereditary. But as the following two examples show, this is not the case for arrays.

Example 4.10 (Irreducible but Not Hereditary) Let $X_{n}$ be a sequence of independent uniform random variables with mean zero and variance one. Let

Let $f_{k}^{(N)}(x, y):=x$. Then for every $\xi \in H(\mathrm{X}, \mathrm{f})^{c}, D_{N}(\xi) \nrightarrow \infty$.

Proof. Suppose $P=\left(\begin{array}{cc}X_{n-1} & X_{n} \\ X_{n-2} & Y_{n-1} \\ Y_{n}\end{array}, Y_{n+1}\right)$ is a random level $2 N+1$ hexagon at position $n$, then $\Gamma(P)=$ $X_{n-1}+X_{n}-Y_{n-1}-Y_{n}$ where $X_{i}, Y_{j}$ are independent random variables, each having uniform distribution with mean zero and variance one. The distribution of $\Gamma(P)$ is independent of $n$ and $N$, and as a result,

$$
d_{n}^{(2 N+1)}(\xi)^{2}=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2}\right)=c(\xi)
$$

where $c(\xi)$ is independent of $n$. In addition, $c(\xi)>0$ for $\xi \neq 0$, because the distribution of $\Gamma(P)$ is continuous. So $D_{2 N+1}(\xi)=(2 N-1) c(\xi) \xrightarrow[N \rightarrow \infty]{\longrightarrow} \infty$ on $\mathbb{R} \backslash\{0\}$. Thus $H(\mathrm{X}, \mathrm{f})=\{0\}$ and $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$. But $D_{N}(\xi) \nrightarrow \infty$ for $\xi \neq 0$, because $D_{2 N}(\xi)=0$.
Example 4.11 (Hereditary but Not Stably Hereditary) Suppose $X_{n}$ are a sequence of independent identically distributed random variables, equal to $\pm 1$ with probability $\frac{1}{2}$. Form an array with row lengths $N+1$ by setting $X_{n}^{(N)}=X_{n}$, and let $f_{n}^{(N)}\left(X_{n}, X_{n+1}\right):=\frac{1}{2}\left(1+\frac{1}{\sqrt[3]{N}}\right) X_{n}(1 \leq n \leq N+1)$. Then $D_{N}(\xi) \rightarrow \infty$ on $H(\mathrm{X}, \mathrm{f})^{c}$, but the convergence is not uniform on compact subsets of $H(\mathrm{X}, \mathrm{f})^{c}$.

Proof. $\Gamma\left(+1+\begin{array}{l}+1+1 \\ +1-1\end{array}+1\right)=1+N^{-1 / 3}$. Since $\operatorname{Hex}(N, n)$ consists of $2^{6}$ hexagons with equal probabilities, the hexagon $\left(+1_{+1}^{+1+1}+1\right)$ has probability $2^{-6}$. Hence $d_{n}^{(N)}(\xi) \geq 2^{-6}\left|\mathrm{e}^{\mathrm{i} \xi\left(1+N^{-1 / 3}\right)}-1\right|^{2}=\frac{1}{16} \sin ^{2} \frac{\xi\left(1+N^{-1 / 3}\right)}{2}$.

Therefore, $D_{N}(\xi) \geq \frac{N-2}{16} \sin ^{2} \frac{\xi\left(1+N^{-1 / 3}\right)}{2} \sim\left\{\begin{array}{ll}16^{-1} N \sin ^{2} \frac{\xi}{2} & \xi \notin 2 \pi \mathbb{Z} \\ 64^{-1} \xi^{2} \sqrt[3]{N} & \xi \in 2 \pi \mathbb{Z} .\end{array}\right.$ We see that $D_{N}(\xi) \rightarrow \infty$ for all $\xi \neq 0$, whence $H(\mathrm{X}, \mathrm{f})=\{0\}$, and $D_{N}(\xi) \rightarrow \infty$ on $H(\mathrm{X}, \mathrm{f})^{c}$. But the convergence is not uniform on any compact neighborhood of $2 \pi k, k \neq 0$, because $D_{N}\left(\xi_{N}\right) \equiv 0$ for $\xi_{N}=2 \pi k\left(1+N^{-1 / 3}\right)^{-1}$, and $\xi_{N} \rightarrow 2 \pi k$.

These examples raise the problem of deciding whether a given ( $\mathrm{X}, \mathrm{f}$ ) is (stably) hereditary or not. We will discuss this now.

We begin with a simple class of examples, which will be important for us when we analyze the local limit theorem in the regime of large deviations:

Example 4.12 ("Change of Measure") Let $Y$ be an array obtained from a uniformly elliptic Markov chain $X$ using the change of measure construction (Example 2.6). Let $\varphi_{n}^{(N)}$ denote the weights of the change of measure. If for some constant $C>0$,

$$
C^{-1}<\varphi_{n}^{(N)}<C \text { for all } n, N,
$$

then for every a.s. uniformly bounded additive functional f on $\mathrm{X}, f_{n}^{(N)}:=f_{n}$ satisfies $H(\mathrm{Y}, \mathrm{f})=H(\mathrm{X}, \mathrm{f})$, $G_{\text {ess }}(\mathrm{Y}, \mathrm{f})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$, and $(\mathrm{Y}, \mathrm{f})$ is stably hereditary.
Proof. Let $m_{\text {Hex }}^{N, n}$ be the hexagon measures of Y , and let $m_{\text {Hex }}^{n}$ be the hexagon measures of X . It is not difficult to see that there is a constant $C_{*}$ such that $C_{*}^{-1} \leq \frac{\mathrm{d} m_{\text {Hex }}^{N, n}}{\mathrm{~d} m_{\text {Hex }}^{n}} \leq C_{*}$ for all $N \geq 0$ and $5 \leq n \leq N$, see Corollary 2.10 and its proof.

Thus $d_{n}(\xi, \mathrm{Y}) \asymp d_{n}(\xi, \mathrm{X})$ and $D_{n}(\xi, \mathrm{Y}) \asymp D_{n}(\xi, \mathrm{X})+O(1)$. So $H(\mathrm{Y}, \mathrm{f})=H(\mathrm{X}, \mathrm{f})$, and $G_{\text {ess }}(\mathrm{Y}, \mathrm{f})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$. By Theorem 4.9, $D_{N}(\xi, \mathrm{X}) \rightarrow \infty$ uniformly on compacts in $H(\mathrm{X}, \mathrm{f})^{c}$. So $D_{N}(\xi, \mathrm{X}) \rightarrow \infty$ uniformly on compacts in $H(\mathrm{Y}, \mathrm{f})^{c}$.

The hereditary property can be understood in terms of the behavior of sub-arrays. Let $X$ be a Markov array with row lengths $k_{N}$. A sub-array of $X$ is an array $X^{\prime}$ of the form $\left\{X_{k}^{\left(N_{\ell}\right)}: 1 \leq k \leq k_{N_{\ell}}+1, \ell \geq 1\right\}$ where $N_{\ell} \uparrow \infty$. The restriction of an additive functional f on X to $\mathrm{X}^{\prime}$ is $\mathrm{f} \mid \mathrm{x}^{\prime}=\left\{f_{k}^{\left(N_{\ell}\right)}: 1 \leq k \leq k_{N_{\ell}}, \ell \geq 1\right\}$.
Theorem 4.13 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X. The following conditions are equivalent:
(1) $(\mathrm{X}, \mathrm{f})$ is hereditary; (2) for all $\xi, \liminf _{N \rightarrow \infty} D_{N}(\xi)<\infty \Rightarrow \limsup _{N \rightarrow \infty} D_{N}(\xi)<\infty$;
(3) $H\left(\mathrm{X}^{\prime},\left.\mathrm{f}\right|_{\mathrm{X}^{\prime}}\right)=H(\mathrm{X}, \mathrm{f})$ for all sub-arrays $\mathrm{X}^{\prime}$; (4) $G_{\text {ess }}\left(\mathrm{X}^{\prime},\left.\mathrm{f}\right|_{\mathrm{X}^{\prime}}\right)=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$ for all sub-arrays $\mathrm{X}^{\prime}$.

The equivalence of (1) and (4) is the reason we call hereditary arrays "hereditary." Next we characterize the stably hereditary arrays:

Theorem 4.14 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X.
(1) If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, then $(\mathrm{X}, \mathrm{f})$ is stably hereditary iff $G_{\text {ess }}\left(\mathrm{X}^{\prime}, \mathrm{g} \mid \mathrm{X}^{\prime}\right)=\mathbb{R}$ for all sub-arrays $\mathrm{X}^{\prime}$ and all additive functionals $g=\left\{\left(1+\varepsilon_{N}\right) f_{n}^{(N)}\right\}$, where $\varepsilon_{N} \rightarrow 0$.
(2) If $G_{\text {ess }}(\mathrm{X}, \mathrm{f}) \neq \mathbb{R}$, then $(\mathrm{X}, \mathrm{f})$ is stably hereditary iff $(\mathrm{X}, \mathrm{f})$ is hereditary.

For a hereditary array which is not stably hereditary, see Example 4.11.

### 4.3 Proofs

### 4.3.1 Reduction Lemma

Lemma 4.15 Let f be an additive functional on a Markov array X with row lengths $k_{N}+1$. For every $N \geq 1$ and $1 \leq n \leq k_{N}$, there exists a constant $c_{n}^{(N)}$ such that $f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)-c_{n}^{(N)} \in G_{a l g}(\mathrm{X}, \mathrm{f})$ almost surely.

Proof $G_{\text {alg }}(\mathrm{X}, \mathrm{f})$ is the intersection of all closed subgroups $G$ such that

$$
\begin{equation*}
\forall N \forall 1 \leq n \leq k_{N}, \exists c_{n}^{(N)} \text { s.t. } f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)-c_{n}^{(N)} \in G \text { almost surely. } \tag{4.3}
\end{equation*}
$$

This is a closed subgroup of $\mathbb{R}$. The lemma is trivial when $G_{a l g}(\mathrm{X}, \mathrm{f})=\mathbb{R}$ (take $c_{n}^{(N)} \equiv 0$ ), so we focus on the case $G_{a l g}(\mathrm{X}, \mathrm{f}) \neq \mathbb{R}$.

In this case (4.3) holds with some $G=t \mathbb{Z}$ with $t \geq 0$, and $f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)$ is a discrete random variable. Let $A_{n}^{(N)}$ denote the set of values attained by $f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)$ with positive probability. Since $G=t \mathbb{Z}$ satisfies (4.3), $A_{n}^{(N)}$ are subsets of cosets of $t \mathbb{Z}$, and $D_{n}^{(N)}:=A_{n}^{(N)}-A_{n}^{(N)} \subset t \mathbb{Z}$. Let $G_{0}$ denote the group generated by $\bigcup_{N \geq 1} \bigcup_{1 \leq n \leq k_{N}} D_{n}^{(N)}$. Then $G_{0}$ is a subgroup of $t \mathbb{Z}$. In particular, $G_{0}$ is closed.

By the previous paragraph, $G_{0} \subset t \mathbb{Z}$ for any group $t \mathbb{Z}$ which satisfies (4.3). So $G_{0} \subset G_{a l g}(\mathrm{X}, \mathrm{f})$. Next, we fix $n, N$ and observe that all the values of $f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)$ belong to the same translate of $A_{n}^{(N)}-A_{n}^{(N)}$, and therefore to the same coset of $G_{0}$. So $G_{0}$ satisfies (4.3), and $G_{0} \supset G_{a l g}(\mathrm{X}, \mathrm{f})$. So $G_{a l g}(\mathrm{X}, \mathrm{f})=G_{0}$. Since $G_{0}$ satisfies (4.3), $G_{a l g}(\mathrm{X}, \mathrm{f})$ satisfies (4.3).

Lemma 4.16 (Reduction Lemma) Let $f$ be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array $X$, with row lengths $k_{N}+1$. If $\xi \neq 0$ and $\sup _{N} \sum_{k=3}^{k_{N}} d_{k}^{(N)}(\xi)^{2}<\infty$, then there is an additive functional g on X such that

$$
\begin{equation*}
\mathrm{g}-\mathrm{f} \text { is center-tight, ess sup }|\mathrm{g}|<\infty, \text { and } G_{a l \mathrm{~g}}(\mathrm{X}, \mathrm{~g}) \subset \frac{2 \pi}{\xi} \mathbb{Z} \text {. } \tag{4.4}
\end{equation*}
$$

If $X_{n}^{(N)}=X_{n}$ and $f_{n}^{(N)}=f_{n}$ (as in the case of additive functionals of Markov chains), then we can take g such that $g_{n}^{(N)}=g_{n}$.

Proof for Doeblin Chains: As in the case of the gradient lemma, there is a simple proof in the important special case of Doeblin Markov chains (Example 2.7). Recall that Doeblin chains have finite state spaces $\mathfrak{\Im}_{n}$. Let $\pi_{x y}^{n}:=\pi_{n, n+1}(x,\{y\})$, and relabel the states $\mathbb{S}_{n}=\left\{1, \ldots, d_{n}\right\}$ in such a way that $\pi_{11}^{n}=\pi_{n, n+1}(1,\{1\}) \neq 0$ for all $n$. The Doeblin condition guarantees that for every $x \in \mathfrak{G}_{n}$, there exists a state $\xi_{n}(x) \in \mathbb{ভ}_{n}$ such that $\pi_{1, \xi_{n}(x)}^{n-1} \pi_{\xi_{n}(x), 1}^{n}>0$.

Define, as in the proof of the gradient lemma,

$$
\begin{aligned}
& a_{1} \equiv 0, \quad a_{2} \equiv 0, \quad \text { and } a_{n}(x):=f_{n-2}\left(1, \xi_{n-1}(x)\right)+f_{n-1}\left(\xi_{n-1}(x), x\right) \text { for } n \geq 3 \\
& c_{1}:=0, \quad c_{2}:=0, \quad \text { and } c_{n}:=f_{n-2}(1,1) \text { for } n \geq 3 \widetilde{\mathrm{f}}:=\mathrm{f}-\nabla \mathrm{a}-\mathrm{c} .
\end{aligned}
$$

Then $\widetilde{f}_{n}(x, y)=f_{n}(x, y)-\left(a_{n+1}(y)-a_{n}(x)\right)-c_{n}=-\Gamma_{n}\left(\begin{array}{ccc}1 & \xi_{n}(y) \\ & \xi_{n-1}(x) & x\end{array}\right)$, where $\Gamma_{n}$ denotes the balance of a position $n$ hexagon, see (2.25).

For Doeblin chains, there are finitely many admissible hexagons at position $n$, and the hexagon measure assigns each of them a mass which is uniformly bounded from below. Let $C^{-1}$ be a uniform lower bound for this mass, then $\left|\mathrm{e}^{\mathrm{i} \xi \tilde{f}_{n}(x, y)}-1\right|^{2} \leq C \mathbb{E}_{m_{\text {Hex }}}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma_{n}}-1\right|^{2}\right)=C d_{n}^{2}(\xi)$.

Decompose $\widetilde{f}_{n}(x, y)=g_{n}(x, y)+h_{n}(x, y)$ where $g_{n}(x, y) \in \frac{2 \pi}{\xi} \mathbb{Z}$ and $h_{n}(x, y) \in\left[-\frac{\pi}{\xi}, \frac{\pi}{\xi}\right)$. Clearly $|\mathrm{g}| \leq|\mathrm{f}|+|\nabla a|+|\mathrm{c}|+|\mathrm{h}| \leq 6|\mathrm{f}|+\pi / \xi$, and $G_{a l g}(\mathrm{X}, \mathrm{g}) \subset \frac{2 \pi}{\xi} \mathbb{Z}$.

We show that $f-g$ is center-tight. We need the following inequality: ${ }^{1}$

$$
\begin{equation*}
\frac{4 x^{2}}{\pi^{2}} \leq\left|\mathrm{e}^{\mathrm{i} x}-1\right|^{2} \leq x^{2} \text { for all }|x| \leq \pi \tag{4.5}
\end{equation*}
$$

By (4.5), $\left|h_{n}(x, y)\right|^{2} \leq \frac{\pi^{2}}{4 \xi^{2}}\left|\mathrm{e}^{\mathrm{i} \xi h_{n}(x, y)}-1\right|^{2}=\frac{\pi^{2}}{4 \xi^{2}}\left|\mathrm{e}^{\mathrm{i} \xi \widetilde{f}_{n}(x, y)}-1\right|^{2} \leq C \frac{\pi^{2}}{4 \xi^{2}} d_{n}^{2}(\xi)$, whence

$$
\sum_{n=3}^{\infty} \operatorname{Var}\left(h_{n}\left(X_{n}, X_{n+1}\right)+c_{n}\right)=\sum_{n=3}^{\infty} \operatorname{Var}\left(h_{n}\left(X_{n}, X_{n+1}\right)\right) \leq \frac{C \pi^{2}}{4 \xi^{2}} \sum_{n=3}^{\infty} d_{n}^{2}(\xi)<\infty
$$

So $\mathrm{h}+\mathrm{c}$ has summable variance. Therefore $\mathrm{f}-\mathrm{g}=\nabla a+(\mathrm{h}+\mathrm{c})$ is center-tight.

## Preparations for the Proof in the General Case.

Lemma 4.17 Suppose $E_{1}, \ldots, E_{N}$ are measurable events, and let $W$ denote the random variable which counts how many of $E_{i}$ occur simultaneously, then $\mathbb{P}(W \geq t) \leq \frac{1}{t} \sum_{k=1}^{N} \mathbb{P}\left(E_{k}\right)$.

Proof Apply Markov's inequality to $W=\sum 1_{E_{k}}$.
The expectation of an $L^{2}$ random variable $W$ can be characterized as the constant $\mu \in \mathbb{R}$ which minimizes $\mathbb{E}\left(|W-\mu|^{2}\right)$. The variance is $\operatorname{Var}(W)=\min _{\mu \in \mathbb{R}} \mathbb{E}\left(|W-\mu|^{2}\right)$.

Similarly, we define a circular mean of a random variable $W$ to be any real number $\theta \in[-\pi, \pi)$ which minimizes the quantity $\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i}(W-\theta)}-1\right|^{2}\right)$, and we define the circular variance to be the minimum

$$
\operatorname{CVar}(W):=\min _{\theta \in[-\pi, \pi)} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i}(W-\theta)}-1\right|^{2}\right) \equiv \min _{\theta \in[-\pi, \pi)} 4 \mathbb{E}\left(\sin ^{2} \frac{W-\theta}{2}\right)
$$

Circular means always exist, but they are not always unique. Existence is because the function $\theta \mapsto \mathbb{E}\left(\mid \mathrm{e}^{\mathrm{i}(W-\theta)}-\right.$ $\left.1\right|^{2}$ ) is continuous and $2 \pi$-periodic. Non-uniqueness can be seen, for example, when $W$ is uniformly distributed on $[-\pi, \pi]$. In this case, every $\theta \in[-\pi, \pi)$ is a circular mean.

For every $x \in \mathbb{R}$, let

$$
\begin{equation*}
\langle x\rangle:=\text { the unique element of }[-\pi, \pi) \text { s.t. } x-\langle x\rangle \in 2 \pi \mathbb{Z} \text {. } \tag{4.6}
\end{equation*}
$$

It is not difficult to see using (4.5), that for every circular mean $\theta$,

$$
\begin{equation*}
\frac{4}{\pi^{2}} \operatorname{Var}\langle W-\theta\rangle \leq \mathrm{C} \operatorname{Var}(W) \leq \operatorname{Var}(W) \tag{4.7}
\end{equation*}
$$

[^5]Lemma 4.18 For every real-valued random variable $W$, we can write $W=W_{1}+W_{2}$ where $W_{1} \in 2 \pi \mathbb{Z}$ almost surely, and $\operatorname{Var}\left(W_{2}\right) \leq \frac{\pi^{2}}{4} \mathrm{CVar}(W)$.
Proof Take a circular mean $\theta$, and let $W_{1}:=(W-\theta)-\langle W-\theta\rangle, W_{2}:=\langle W-\theta\rangle+\theta$.
Proof of the Reduction Lemma in the General Case: Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X, with row lengths $k_{N}+1$, and fix $\xi \neq 0$ such that $\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}<\infty$.

Let L denote the ladder process associated with X (see §2.3.3). Recall that this is a Markov array with entries $\underline{L}_{n}^{(N)}=\left(Z_{n-2}^{(N)}, Y_{n-1}^{(N)}, X_{n}^{(N)}\right)\left(3 \leq n \leq k_{N}\right)$ such that
(a) $\left\{X_{n}^{(N)}\right\},\left\{Z_{n}^{(N)}\right\}$ are two independent copies of $\mathrm{X}^{(N)}$;
(b) $Y_{n}^{(N)}$ are conditionally independent given $\left\{X_{i}^{(N)}\right\}$ and $\left\{Z_{i}^{(N)}\right\}$; and
(c) the conditional distribution of $Y_{n}^{(N)}$ given $\left\{Z_{i}^{(N)}\right\}$ and $\left\{X_{i}^{(N)}\right\}$ is given by

$$
\mathbb{P}\left(Y_{n-1}^{(N)} \in E \left\lvert\, \begin{array}{l}
\left\{Z_{i}^{(N)}\right\}=\left\{\zeta_{i}^{(N)}\right\} \\
\left\{X_{i}^{(N)}\right\}=\left\{\xi_{i}^{(N)}\right\}
\end{array}\right.\right)=\begin{aligned}
& \text { the bridge probability for } \mathrm{X} \text { that } X_{n-1}^{(N)} \in E \\
& \text { given that } X_{n-2}^{(N)}=\zeta_{n-2}^{(N)} \text { and } X_{n}^{(N)}=\xi_{n}^{(N)} .
\end{aligned}
$$

Recall see (2.25), (4.6). We need the following (uniformly bounded) additive functionals on L :

$$
\begin{aligned}
& F_{n}^{(N)}\left(\underline{L}_{n}^{(N)}\right):=f_{n-2}^{(N)}\left(Z_{n-2}^{(N)}, Y_{n-1}^{(N)}\right)+f_{n-1}^{(N)}\left(Y_{n-1}^{(N)}, X_{n}^{(N)}\right) ; \\
& \widehat{H}_{n}^{(N)}\left(\underline{L}_{n}^{(N)}, \underline{L}_{n+1}^{(N)}\right):=\left\langle\xi \Gamma\left(\begin{array}{ccc}
Z_{n-2}^{(N)} & Z_{n-1}^{(N)} & Y_{n}^{(N)} \\
n_{n-1}^{(N)} & X_{n}^{(N)} & X_{n+1}^{(N)}
\end{array}\right)\right\rangle, \quad H_{n}^{(N)}:=\widehat{H}_{n}^{(N)}-\mathbb{E}\left[\widehat{H}_{n}^{(N)}\right] .
\end{aligned}
$$

Sometimes we will abuse notation, and write $\underline{L}_{n}=\left(Z_{n-2}, Y_{n-1}, X_{n}\right)$ and

$$
\begin{equation*}
F_{n}^{(N)}\left(\underline{L}_{n}^{(N)}\right)=F\left(\underline{L}_{n}\right), H_{n}^{(N)}\left(\underline{L}_{n}^{(N)}, \underline{L}_{n+1}^{(N)}\right)=H\left(\underline{L}_{n}, \underline{L}_{n+1}\right), f_{n}^{(N)}=f_{n} \tag{4.8}
\end{equation*}
$$

By construction, $\widehat{H}_{n} \equiv \xi \Gamma\left(Z_{n-2}{\underset{Y}{n-1}}_{Y_{n-1}}^{Y_{n}} X_{n} X_{n+1}\right) \bmod 2 \pi \mathbb{Z}$, and therefore,

$$
\widehat{H}_{n} \equiv \xi f_{n-2}\left(Z_{n-2}, Z_{n-1}\right)+\xi \nabla \mathrm{F}-\xi f_{n}\left(X_{n}, X_{n+1}\right) \bmod 2 \pi \mathbb{Z} .
$$

Dividing by $\xi$ and rearranging terms, we obtain the decomposition

$$
f_{n}\left(X_{n}, X_{n+1}\right)=\frac{1}{\xi}\left[\begin{array}{l}
\text { something taking }  \tag{4.9}\\
\text { values in } 2 \pi \mathbb{Z}
\end{array}\right]+\left[\nabla \mathrm{F}-\xi^{-1} \widehat{\mathrm{H}}\right]+f_{n-2}\left(Z_{n-2}, Z_{n-1}\right) .
$$

Step 1 below says that $\widehat{H}$ has summable variance. So $\nabla F-\xi^{-1} \hat{H}$ is center-tight.
By the structure of the ladder process, $f_{n-2}\left(Z_{n-2}, Z_{n-1}\right)$ is independent from $f_{n}\left(X_{n}, X_{n+1}\right)$. Fix some possible array of values $\zeta$ of $Z$. If we condition both sides of (4.9) on $X_{n}, X_{n+1}$ and $Z=\zeta$, then the left hand side remains $f_{n}\left(X_{n}, X_{n+1}\right)$, but $f_{n-2}\left(Z_{n-2}, Z_{n-1}\right)$ is replaced by the constant $f_{n-2}\left(\zeta_{n-2}, \zeta_{n-1}\right)$.

The idea of the proof is to construct $\zeta$ so that the conditional expectation of the RHS on $\left\{X_{n}\right\}$ and $\mathrm{Z}=\zeta$ can still be put in the form $\frac{1}{\xi}\left[\begin{array}{l}\text { something taking } \\ \text { values in } 2 \pi \mathbb{Z}\end{array}\right]+\left[\begin{array}{l}\text { center-tight } \\ \text { (w.r.t. X) }\end{array}\right]+f_{n-2}\left(\zeta_{n-2}, \zeta_{n-1}\right)$.

The main difficulty is that the conditional expectation is an average, and the average of a $2 \pi \mathbb{Z}$-valued quantity is not necessarily $2 \pi \mathbb{Z}$-valued. We will address this difficulty by using "approximate conditional circular means," see Step 3.
STEP 1: $\widehat{H}$ has summable variances. In addition, $\mathbb{E}\left[\left(\widehat{H}_{n}^{(N)}\right)^{2}\right] \leq \frac{\pi^{2}}{4} d_{n}^{(N)}(\xi)^{2}, \mathbb{E}\left(H_{n}^{(N)}\right)=0$,

$$
\mathbb{E}\left[\left(H_{n}^{(N)}\right)^{2}\right] \leq \frac{\pi^{2}}{4} d_{n}^{(N)}(\xi)^{2}, \text { and } \sup _{N} \mathbb{E}\left[\left(H_{3}^{(N)}+\cdots+H_{k_{N}}^{(N)}\right)^{2}\right]<\infty .
$$

Proof of the Step. We fix $N$ and drop the superscripts ${ }^{(N)}$.

- $\mathbb{E}\left(H_{n}\right)=\mathbb{E}\left(\widehat{H}_{n}\right)-\mathbb{E}\left(\widehat{H}_{n}\right)=0$.
- By (4.5), $\mathbb{E}\left(\widehat{H}_{n}^{2}\right) \leq \frac{\pi^{2}}{4} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \widehat{H}_{n}}-1\right|^{2}\right)$. By Lemma $2.22(\mathrm{~d}), \mathrm{e}^{\mathrm{i} \widehat{H}_{n}}$ is equal in distribution to $\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}$, where $\Gamma(P)$ is the balance of a random hexagon in $\operatorname{Hex}(N, n)$. $\operatorname{So} \mathbb{E}\left(\widehat{H}_{n}^{2}\right) \leq \frac{\pi^{2}}{4} \mathbb{E}_{m_{\text {Hex }}}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2}\right) \equiv \frac{\pi^{2}}{4} d_{n}(\xi)^{2}$. By our assumptions, $\sup _{N} \sum_{n=3}^{k_{N}} d_{n}(\xi)^{2}<\infty$. So $\widehat{\mathrm{H}}$ has summable variations.
- $\mathbb{E}\left(H_{n}^{2}\right)=\mathbb{E}\left(\widehat{H}_{n}^{2}\right)-\mathbb{E}\left(\widehat{H}_{n}\right)^{2} \leq \mathbb{E}\left(\widehat{H}_{n}^{2}\right) \leq \frac{\pi^{2}}{4} d_{n}(\xi)^{2}$.
- L is uniformly elliptic, by Lemma 2.22. So Lemma 3.4 applies, and

$$
\mathbb{E}\left[\left(\sum_{k=3}^{k_{N}} H_{n}\right)^{2}\right]=\operatorname{Var}\left(\sum_{k=3}^{k_{N}} H_{n}\right) \leq \text { const. } \sum_{k=3}^{k_{N}} \operatorname{Var}\left(H_{n}\right) \leq \text { const. } \sum_{k=3}^{k_{N}} d_{n}(\xi)^{2}<\text { const. }
$$

This completes the proof of Step 1.
Fix a constant $D$ such that

$$
\begin{equation*}
\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}+\sup _{N} \mathbb{E}\left[\left(\sum_{n=3}^{k_{N}} H_{n}^{(N)}\right)^{2}\right]+4<D \tag{4.10}
\end{equation*}
$$

Step $2($ Choice of $\zeta): \exists \underline{\zeta}^{(N)}=\left(\zeta_{1}^{(N)}, \ldots, \zeta_{k_{N}+1}^{(N)}\right) \in \mathbb{S}_{1}^{(N)} \times \cdots \times \widetilde{S}_{k_{N}+1}^{(N)}$ s.t.

$$
\begin{aligned}
& \sum_{n=3}^{k_{N}} \mathbb{E}\left(H_{n}^{(N)}\left(\underline{L}_{n}^{(N)}, \underline{L}_{n+1}^{(N)}\right)^{2} \mid\left\{Z_{i}^{(N)}\right\}=\underline{\zeta}^{(N)}\right)<\pi^{2} D, \quad \mathbb{E}\left[\left(\sum_{n=3}^{k_{N}} H_{n}^{(N)}\left(\underline{L}_{n}^{(N)}, \underline{L}_{n+1}^{(N)}\right)\right)^{2} \mid\left\{Z_{i}^{(N)}\right\}=\underline{\zeta}^{(N)}\right]<\pi^{2} D, \\
& \mathbb{E}_{X}\left[\sum_{n=3}^{k_{N}} \operatorname{CVar}\left(\xi F_{n}^{(N)}\left(\underline{L}_{n}^{(N)}\right) \mid\left\{Z_{i}^{(N)}\right\}=\underline{\zeta}^{(N)}, X_{n}^{(N)}\right)\right]<\pi^{2} D, \quad\left|f_{n}^{(N)}\left(\zeta_{n}^{(N)}, \zeta_{n+1}^{(N)}\right)\right| \leq \operatorname{ess} \sup |f| \forall 3 \leq n \leq k_{N} .
\end{aligned}
$$

(Here and throughout $\underline{L}_{n}^{(N)}=\left(Z_{n-2}^{(N)}, Y_{n-1}^{(N)}, X_{n}^{(N)}\right)$, and $\mathbb{E}_{X}=$ averaging on $\left\{X_{i}^{(N)}\right\}$ ).
Proof of the Step. We fix $N$, drop the superscripts ${ }^{(N)}$, and use convention (4.8). Let

$$
\Omega_{1}:=\left\{\underline{\zeta}: \sum_{n=3}^{k_{N}} \mathbb{E}\left(H_{n}^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}\right)<\pi^{2} D\right\} .
$$

By Step 1,

$$
\mathbb{E}_{Z}\left[\mathbb{E}\left(\sum_{n=3}^{k_{N}} H_{n}^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}\right)\right]=\sum_{n=3}^{k_{N}} \mathbb{E}\left(H_{n}^{2}\right) \leq \frac{\pi^{2}}{4} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}<\frac{\pi^{2}}{4} D
$$

where $\mathbb{E}_{Z}=$ integration over $\underline{\zeta}$ with respect to the distribution of $\left\{Z_{i}^{(N)}\right\}$ (recall that $\left\{Z_{i}^{(N)}\right\} \stackrel{\text { dist }}{=}\left\{X_{i}^{(N)}\right\}$ ). By Markov's inequality, $\mathbb{P}\left[\left\{Z_{i}^{(N)}\right\} \in \Omega_{1}\right]>\frac{3}{4}$.

Let $\Omega_{2}:=\left\{\underline{\zeta}: \mathbb{E}\left[\left(\sum_{n=3}^{k_{N}} H_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right)^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}\right]<\pi^{2} D\right\}$. As before, by Markov’s inequality, $\mathbb{P}\left[\left\{Z_{i}^{(N)}\right\} \in\right.$ $\left.\Omega_{2}\right] \geq 1-\frac{1}{\pi^{2}}$.

Let $\Omega_{3}:=\left\{\underline{\zeta}: \mathbb{E}_{X}\left[\sum_{n=3}^{k_{N}} \operatorname{CVar}\left(\xi F\left(\underline{L}_{n}\right) \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}\right)\right]<\pi^{2} D\right\}$, and let

$$
\theta^{*}\left(\underline{L}_{n}, X_{n+1}, Z_{n-1}\right):=-\xi f_{n-2}\left(Z_{n-2}, Z_{n-1}\right)+\xi F\left(\underline{L}_{n}\right)+\xi f_{n}\left(X_{n}, X_{n+1}\right)
$$

Then $\exp \left[\mathrm{i} \widehat{H}_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right]=\exp \left[\mathrm{i} \xi F\left(\underline{L}_{n+1}\right)-\mathrm{i} \theta^{*}\left(\underline{L}_{n}, X_{n+1}, Z_{n-1}\right)\right]$.
Given $X_{n+1}$ and $\left\{Z_{i}\right\}, \underline{L}_{n+1}$ is conditionally independent from $\underline{L}_{n},\left\{X_{i}\right\}_{i \neq n+1}$. So

$$
\begin{aligned}
& \mathbb{E}_{Z, X}\left(\operatorname{CVar}\left(\xi F\left(\underline{L}_{n+1}\right) \mid\left\{Z_{i}\right\}, X_{n+1}\right)\right)=\mathbb{E}\left(\operatorname{CVar}\left(\xi F\left(\underline{L}_{n+1}\right) \mid \underline{L}_{n},\left\{Z_{i}\right\},\left\{X_{i}\right\}\right)\right) \\
& \quad!\leq \mathbb{E}\left(\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi F\left(\underline{L}_{n+1}\right)-\mathrm{i} \theta^{*}\left(\underline{L}_{n}, X_{n+1}, Z_{n-1}\right)}-1\right|^{2} \mid \underline{L}_{n},\left\{X_{i}\right\},\left\{Z_{i}\right\}\right)\right),
\end{aligned}
$$

where $\stackrel{!}{\leq}$ is because $\theta^{*}$ is conditionally constant, and by the definition CVar. Thus,

$$
\mathbb{E}_{Z, X}\left(\operatorname{CVar}\left(\xi F\left(\underline{L}_{n+1}\right) \mid\left\{Z_{i}\right\}, X_{n+1}\right)\right)=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i}\left(\xi F\left(\underline{L}_{n+1}\right)-\theta^{*}\right)}-1\right|^{2}\right)=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \widehat{H}_{n}}-1\right|^{2}\right)=\mathbb{E}_{m_{\mathrm{Hex}}^{N, n}}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2}\right)=d_{n}(\xi)^{2}
$$

Summing over $3 \leq n \leq k_{N}-1$ and adding the trivial bound 4 for $n=2$, we obtain after shifting the index that $\mathbb{E}_{Z}\left[\mathbb{E}_{X}\left(\sum_{n=3}^{k_{N}} \operatorname{CVar}\left(\xi F\left(\underline{L}_{n}\right) \mid\left\{Z_{i}\right\}, X_{n}\right)\right)\right]<D$. By Markov's inequality, $\mathbb{P}\left(\left\{Z_{i}^{(N)}\right\} \in \Omega_{3}\right) \geq 1-\frac{1}{\pi^{2}}$.

Finally, let $\Omega_{4}:=\left\{\underline{\zeta}:\left|f_{n}\left(\zeta_{n}, \zeta_{n+1}\right)\right| \leq\right.$ ess sup $\left.|f|\right\}$, then $\mathbb{P}\left(\left\{Z_{i}^{(N)}\right\} \in \Omega_{4}\right)=1$.
In summary $\mathbb{P}\left[\bigcup_{1 \leq i \leq 4} \Omega_{i}^{c}\right] \leq \frac{2}{\pi^{2}}+\frac{1}{4}<1$. Necessarily $\Omega_{1} \cap \Omega_{2} \cap \Omega_{3} \cap \Omega_{4} \neq \varnothing$. Any $\underline{\zeta}=\underline{\zeta}^{(N)}$ in the intersection satisfies the requirements of Step 2.
Step 3 (Choice of $\theta$ ): ヨ measurable functions $\theta_{n}^{(N)}$ : $\Im_{n}^{(N)} \rightarrow[-\pi, \pi)$ such that

$$
\sum_{n=3}^{k_{N}} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi F_{n}^{(N)}\left(\underline{L}_{n}^{(N)}\right)-\mathrm{i} \theta_{n}^{(N)}\left(X_{n}^{(N)}\right)}-1\right|^{2} \mid\left\{Z_{i}^{(N)}\right\}=\underline{\zeta}^{(N)}\right)<2 \pi^{2} D
$$

Remark: As most of the summands must be small, many of the $\theta_{n}^{(N)}\left(X_{n}^{(N)}\right)$ could be considered as "approximate circular means" of $\xi F\left(\underline{L}_{n}\right)$, given $Z=\zeta, X_{n}$.
Proof of the Step. We fix $N$ and drop the superscripts ${ }^{(N)}$.
For every random variable $W, \theta \mapsto \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i}(W-\theta)}-1\right|^{2}\right)$ is continuous, and therefore $\mathrm{CVar}(W)=\inf _{q \in \mathbb{Q}} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i}(W-q)}-1\right|^{2}\right)$.
In particular, $\mathrm{C} \operatorname{Var}\left(\xi F_{n} \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}=\eta\right)=\inf _{q \in \mathbb{Q}} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi F\left(\underline{L}_{n}\right)-\mathrm{i} q}-1\right|^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}=\eta\right)$.
For each $q$, the expectation can be expressed explicitly using integrals with respect to bridge distributions, and its dependence on $\eta$ is measurable. Passing to the infimum over $q \in \mathbb{Q}$, we find that $\eta \mapsto \operatorname{CVar}\left(\xi F_{n} \mid\left\{Z_{i}\right\}=\right.$ $\underline{\zeta}, X_{n}=\eta$ ) is measurable.

Fix $N$ and $\underline{\zeta}=\underline{\zeta}^{(N)}$. We say that $(\eta, q) \in \mathbb{S}_{n}^{(N)} \times \mathbb{R}$ has "property $P_{n}(\eta, q)$, " if

$$
\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi F_{n}\left(\underline{L}_{n}\right) \mathrm{i} q}-1\right|^{2} \mid\left\{Z_{n}\right\}=\underline{\zeta}, X_{n}=\eta\right) \leq \mathrm{CVar}\left(\xi F_{n}\left(\underline{L}_{n}\right) \mid\left\{Z_{n}\right\}=\underline{\zeta}, X_{n}=\eta\right)+\frac{D}{n^{2}} .
$$

By the previous paragraph, $\left\{\eta: P_{n}(\eta, q)\right.$ holds $\}$ is measurable, and for every $\eta$ there exists $q \in \mathbb{Q} \cap(-\pi, \pi)$ such that $P_{n}(\eta, q)$ holds. Let $\theta_{n}(\eta)=\theta_{n}^{(N)}(\eta):=\inf \left\{q: q \in \mathbb{Q} \cap(-\pi, \pi)\right.$ s.t. $P_{n}(\eta, q)$ holds $\}$. Again, this is a measurable function, and since for fixed $\eta, P_{n}(\eta, q)$ is a closed property of $q, \theta_{n}^{(N)}(\eta)$ itself satisfies property $P_{n}\left(\eta, \theta_{n}^{(N)}(\xi)\right)$. So, by choice of $\underline{\zeta}$

$$
\mathbb{E}_{X}\left[\sum_{n=3}^{k_{N}} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi F_{n}\left(\underline{L}_{n}\right)-\mathrm{i} \theta_{n}\left(X_{n}\right)}-1\right|^{2} \mid\left\{Z_{n}\right\}=\underline{\zeta}, X_{n}\right)\right] \leq \mathbb{E}_{X}\left[\sum_{n=3}^{k_{N}} \operatorname{CVar}\left(\xi F_{n}\left(\underline{L}_{n}\right) \mid\left\{Z_{n}\right\}=\underline{\zeta}, X_{n}\right)\right]+\frac{\pi^{2}}{6} D<2 \pi^{2} D .
$$

Step 4 (The Reduction). Let $\underline{\zeta}=\underline{\zeta}^{(N)}, \theta_{n}=\theta_{n}^{(N)}, f_{n}=f_{n}^{(N)}, F_{n}=F_{n}^{(N)}, X_{n}=X_{n}^{(N)}, Z_{n}=Z_{n}^{(N)}$. Define

$$
\begin{aligned}
& c_{n}^{(N)}:=f_{n-2}\left(\zeta_{n-2}, \zeta_{n-1}\right)-\xi^{-1} \mathbb{E}\left(\widehat{H}_{n}^{(N)}\right), \\
& a_{n}^{(N)}(x):=\frac{1}{\xi}\left(\theta_{n}(x)+\mathbb{E}\left(\left\langle\xi F_{n}\left(\underline{L}_{n}\right)-\theta_{n}\left(X_{n}\right)\right\rangle \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}=x\right)\right)\left(x \in \mathbb{S}_{n}^{(N)}\right), \\
& \widetilde{f}:=\frac{1}{\xi}\langle\xi(\mathrm{f}-\nabla \mathrm{a}-\mathrm{c})\rangle, \quad \mathrm{g}:=\mathrm{f}-\nabla \mathrm{a}-\mathrm{c}-\widetilde{\mathrm{f}}
\end{aligned}
$$

Then $\mathrm{a}, \mathrm{c}, \widetilde{\mathrm{f}}, \mathrm{g}$ are uniformly bounded, and $G_{\text {alg }}(\mathrm{g}) \subset \frac{2 \pi}{\xi} \mathbb{Z}$.
Proof of the Step. By the choice of $\underline{\zeta}^{(N)},|\mathrm{c}| \leq$ ess sup $|\mathrm{f}|+\pi /|\xi|$, and by the definition of $\theta_{n}^{(N)}$ and $\langle\cdot\rangle,|\mathrm{a}| \leq 2 \pi /|\xi|$ and $|\widetilde{f}| \leq \pi /|\xi|$. So $|\mathrm{g}|$ is a.s. uniformly bounded. Next, $\mathrm{g} \equiv \frac{1}{\xi}(\xi(\mathrm{f}-\nabla \mathrm{a}-\mathrm{c})-\langle\xi(\mathrm{f}-\nabla \mathrm{a}-\mathrm{c})\rangle)$.

By the definition of $\langle\cdot\rangle, G_{a l g}(\mathrm{~g}) \subset \frac{2 \pi}{\xi} \mathbb{Z}$. Notice that $\mathrm{g}-\mathrm{f}=-\nabla \mathrm{a}-\mathrm{c}-\tilde{\mathrm{f}}$. Gradients and constant functionals are center-tight, so to complete the proof of the reduction lemma, it remains to show:
Step 5: $\tilde{f}$ is center-tight.
Proof of the Step. We fix $N$, drop the superscripts ${ }^{(N)}$, and use convention (4.8).
Let $\left\{Z_{i}\right\}=\left\{\zeta_{i}\right\}$, and $P_{n}:=\left(\begin{array}{llll} & Z_{n-1} & Y_{n} & X_{n+1} \\ Z_{n-2} & Y_{n-1} & X_{n}\end{array}\right)=\left(\begin{array}{llll}\zeta_{n-2} & \zeta_{n-1} & Y_{n} & X_{n+1} \\ & Y_{n-1} & X_{n}\end{array}\right)$. So

$$
\begin{aligned}
-\Gamma\left(P_{n}\right) & =-f_{n-2}\left(\zeta_{n-2}, \zeta_{n-1}\right)-F_{n+1}\left(\underline{L}_{n+1}\right)+F_{n}\left(\underline{L}_{n}\right)+f_{n}\left(X_{n}, X_{n+1}\right) \\
& =\mathrm{f}-\mathrm{c}-\xi^{-1} \mathbb{E}\left(\widehat{H}_{n}\right)-\nabla \mathrm{F}=(\mathrm{f}-\nabla \mathrm{a}-\mathrm{c})-\xi^{-1} \mathbb{E}\left(\widehat{H}_{n}\right)+\nabla(\mathrm{a}-\mathrm{F}) .
\end{aligned}
$$

It follows that, conditioned on $Z=\zeta$, we have the following equalities $\bmod 2 \pi \mathbb{Z}$ :

$$
\begin{align*}
\widetilde{\xi \mathrm{f}} & \equiv \xi(\mathrm{f}-\nabla \mathrm{a}-\mathrm{c}) \bmod 2 \pi \mathbb{Z} \equiv-\xi \Gamma\left(P_{n}\right)+\mathbb{E}\left(\widehat{H}_{n}\right)+\xi \nabla(\mathrm{F}-\mathrm{a}) \bmod 2 \pi \mathbb{Z} \\
& \equiv-\left(\widehat{H}_{n}-\mathbb{E}\left(\widehat{H}_{n}\right)\right)+\xi \nabla(\mathrm{F}-\mathrm{a}) \bmod 2 \pi \mathbb{Z} \equiv-\mathrm{H}+\xi \nabla(\mathrm{F}-\mathrm{a}) \bmod 2 \pi \mathbb{Z} \tag{4.11}
\end{align*}
$$

Define a new additive functional of L by $W_{n}^{(N)}\left(\underline{L}_{n}^{(N)}\right):=\left\langle\xi F\left(\underline{L}_{n}\right)-\theta_{n}\left(X_{n}\right)\right\rangle-\mathbb{E}\left(\left\langle\xi F\left(\underline{L}_{n}\right)-\theta_{n}\left(X_{n}\right)\right\rangle \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}\right)$.
By (4.11) and the definition of a, $\widetilde{\xi \mathrm{f}} \equiv-\mathrm{H}+\nabla \mathrm{W} \bmod 2 \pi \mathbb{Z}$. Since $\widetilde{\xi f}$ takes values in $[-\pi, \pi),\langle\widetilde{\xi \mathrm{f}}\rangle=\widetilde{\xi f}$, and so

$$
\begin{equation*}
\xi \widetilde{f}_{n}\left(X_{n}, X_{n+1}\right)=\left\langle W\left(\underline{L}_{n+1}\right)-W\left(\underline{L}_{n}\right)-H\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right\rangle \tag{4.12}
\end{equation*}
$$

Claim. Fix $N$, and given $\delta>0$, let $T_{\delta}:=11 \pi^{2} D / \delta$. Then there exists a measurable set $\Omega_{X}$ of $\left\{X_{i}\right\}$ such that $\mathbb{P}\left(\Omega_{X}\right)>1-\delta$, and for all $\underline{\xi} \in \Omega_{X}$,
(1) $\sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|W\left(\underline{L}_{n}\right)\right|>\frac{\pi}{3} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right)<T_{\delta}$,
(2) $\sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|H\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right|>\frac{\pi}{3} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right)<T_{\delta}$,
(3) $\mathbb{E}\left(\left|\sum_{n=3}^{k_{N}} H\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right|\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right)<T_{\delta}$.

Proof of the Claim. $\underline{L}_{n}$ is conditionally independent of $\left\{X_{i}\right\}_{i \neq n}$ given $\left\{Z_{i}\right\}, X_{n}$. So

$$
\begin{aligned}
& \sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|W\left(\underline{L}_{n}\right)\right| \geq \frac{\pi}{4} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right)=\sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|W\left(\underline{L}_{n}\right)\right| \geq \frac{\pi}{4} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}=\xi_{n}\right) \\
& \leq \frac{16}{\pi^{2}} \sum_{n=3}^{k_{N}} \operatorname{Var}\left(\left\langle\xi F\left(\underline{L}_{n}\right)-\theta_{n}\left(X_{n}\right)\right\rangle \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}\right) \leq \frac{16}{\pi^{2}} \sum_{n=3}^{k_{N}} \mathbb{E}\left(\left\langle\xi F\left(\underline{L}_{n}\right)-\theta_{n}\left(X_{n}\right)\right\rangle^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}\right)
\end{aligned}
$$

$$
\leq 4 \sum_{n=3}^{k_{N}} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi F\left(\underline{L}_{n}\right)-\mathrm{i} \theta_{n}\left(X_{n}\right)}-1\right|^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}, X_{n}\right), \text { see }(4.5)
$$

Integrating over $\left\{X_{i}\right\}$, and recalling the choice of $\theta_{n}^{(N)}\left(X_{n}\right)$ (Step 3), we find that

$$
\mathbb{E}_{X}\left[\sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|W\left(\underline{L}_{n}\right)\right| \geq \frac{\pi}{4} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}\right)\right]<8 \pi^{2} D
$$

Hence by Markov's inequality, the set $\Omega_{X}^{1}(T):=\left\{\underline{\xi}: \sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|W\left(\underline{L}_{n}\right)\right|>\frac{\pi}{3} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right) \leq T\right\}$ has probability $\mathbb{P}\left[\Omega_{X}^{1}(T)\right]>1-8 \pi^{2} D / T$. Similarly, by Markov's inequality

$$
\mathbb{P}\left(\left.\left|H_{n}\right| \geq \frac{\pi}{4} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right) \leq \frac{16}{\pi^{2}} \mathbb{E}\left(H_{n}^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right) .
$$

By the choice of $\underline{\zeta}, \mathbb{E}_{X}\left[\sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|H_{n}\right| \geq \frac{\pi}{4} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}\right)\right]<16 D$.
So the set $\Omega_{X}^{2}(T):=\left\{\underline{\xi}: \sum_{n=3}^{k_{N}} \mathbb{P}\left(\left.\left|H\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right|>\frac{\pi}{3} \right\rvert\,\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right) \leq T\right\}$ has probability $\mathbb{P}\left[\Omega_{X}^{2}(T)\right] \geq$ $1-16 D / T>1-2 \pi^{2} D / T$.

Finally, conditional expectations contract $L^{2}$-norms, therefore

$$
\begin{aligned}
& \mathbb{E}\left[\mathbb{E}\left(\left|\sum_{n=3}^{k_{N}} H\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right| \mid\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right)^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}\right] \\
& \leq \mathbb{E}\left[\left(\sum_{n=3}^{k_{N}} H\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right)^{2} \mid\left\{Z_{i}\right\}=\underline{\zeta}\right] \leq \pi^{2} D, \text { see step } 3 .
\end{aligned}
$$

So

$$
\Omega_{X}^{3}(T):=\left\{\underline{\xi}: \mathbb{E}\left(\left|\sum_{n=3}^{k_{N}} H\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right| \mid\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right) \leq T\right\}
$$

has probability $\mathbb{P}\left[\Omega_{X}^{3}(T)\right]>1-\pi^{2} D / T^{2}$.
Then $\mathbb{P}\left[\Omega_{X}^{1}(T) \cap \Omega_{X}^{2}(T) \cap \Omega_{X}^{3}(T)\right]>1-\frac{11 \pi^{2} D}{T}$, and the claim follows.
We can now complete the proof of the Step 5 and show that $\widetilde{f}$ is center-tight. Fix $\delta>0, \Omega_{X}$ and $T_{\delta}$ as in the claim. Fix $N$ and define the random set

$$
A_{N}\left(\left\{\underline{L}_{n}^{(N)}\right\}\right):=\left\{3 \leq n \leq k_{N}:\left|W\left(\underline{L}_{n}\right)\right| \geq \frac{\pi}{3} \text { or }\left|H_{n}\left(\underline{L}_{n}, \underline{L}_{n+1}\right)\right| \geq \frac{\pi}{3}\right\}
$$

For all $\underline{\xi} \in \Omega_{X}$, we have the following bound by Lemma 4.17:

$$
\mathbb{P}\left(\left|A_{N}\right|>4 T_{\delta} \mid\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right)<\frac{1}{2} .
$$

In addition, for all $\underline{\xi} \in \Omega_{X}, \mathbb{P}\left(\left|\sum_{n=3}^{k_{N}} H_{n}\right|>4 T_{\delta} \mid\left\{Z_{i}\right\}=\underline{\zeta},\left\{X_{i}\right\}=\underline{\xi}\right) \leq \frac{1}{4}$.
The probabilities of these events add up to less than one, so the intersection of their complements is non-empty. Thus, for every $\underline{\xi} \in \Omega_{X}$, we can find $\left\{Y_{i}^{(N)}(\underline{\xi})\right\}_{i=2}^{k_{N}-1}$ such that

$$
\underline{L}_{n}^{*}:=\underline{L}_{n}^{*}(\underline{\xi})=\left(\zeta_{n-2}^{(N)}, Y_{n-1}^{(N)}(\underline{\xi}), \xi_{n}\right)
$$

has the following two properties:

- $\left|\sum_{n=3}^{k_{N}} H_{n}\left(\underline{L}_{n}^{*}, \underline{L}_{n+1}^{*}\right)\right| \leq 4 T_{\delta}$, and
- $M:=\#\left\{3 \leq n \leq k_{N}:\left|W\left(\underline{L}_{n}^{*}\right)\right| \geq \frac{\pi}{3}\right.$ or $\left.\left|H_{n}\left(\underline{L}_{n}^{*}, \underline{L}_{n+1}^{*}\right)\right| \geq \frac{\pi}{3}\right\} \leq 4 T_{\delta}$.

Let $n_{1}<\cdots<n_{M}$ be an enumeration of the indices $n$ where $\left|W\left(\underline{L}_{n}^{*}\right)\right| \geq \frac{\pi}{3}$, or $\left|H_{n}\left(\underline{L}_{n}^{*}, \underline{L}_{n+1}^{*}\right)\right| \geq \frac{\pi}{3}$. By (4.12), if $n_{i}<n<n_{i+1}-1$,

$$
\xi \widetilde{f}_{n}\left(\xi_{n}, \xi_{n+1}\right)=W\left(\underline{L}_{n+1}^{*}\right)-W\left(\underline{L}_{n}^{*}\right)-H_{n}\left(\underline{L}_{n}^{*}, \underline{L}_{n+1}^{*}\right)
$$

because $\langle x+y+z\rangle=x+y+z$ whenever $|x|,|y|,|z|<\frac{\pi}{3}$.
So $\sum_{n=n_{i}}^{n_{i+1}-1} \xi \widetilde{f}_{n}\left(\xi_{n}, \xi_{n+1}\right)=-\sum_{n=n_{i}+1}^{n_{i+1}-1} H_{n}\left(\underline{L}_{n}^{*}, \underline{L}_{n+1}^{*}\right) \pm 6 \pi$, where we have used the bounds $|\mathrm{W}| \leq 2 \pi$ and $\left|\xi \widetilde{f}_{n_{i}}\right| \leq \pi$. Summing over $i$ we find that for every $\underline{\xi} \in \Omega_{X}$,

$$
\left|\xi \sum_{n=3}^{k_{N}} \widetilde{f}_{n}\left(\xi_{n}, \xi_{n+1}\right)\right| \leq\left|\sum_{n=3}^{k_{N}} H_{n}\left(\underline{L}_{n}^{*}, \underline{L}_{n+1}^{*}\right)\right|+10 M \pi \leq 4 T_{\delta}+40 T_{\delta} \pi<42 \pi T_{\delta}
$$

Setting $C_{\delta}:=42 \pi T_{\delta} /|\xi|$, we find that

$$
\mathbb{P}\left(\left|\sum_{n=3}^{k_{N}} \widetilde{f}_{n}^{(N)}\right| \geq C_{\delta}\right)<1-\mathbb{P}\left(\Omega_{X}\right)<\delta
$$

for all $N$, whence the (center-)tightness of $\widetilde{\mathrm{f}}$.
This proves Step 5. The Lemma follows from Steps 4 and 5.

### 4.3.2 Joint Reduction

The gradient lemma in $\S 3.2 .1$ modifies an additive functional by a gradient, to make the sums of the variances of its first $k_{N}$ terms comparable to $U_{N}$.

The reduction lemma modifies an additive functional by a gradient, so that it can be split into the sum of a center-tight functional, and a $\frac{2 \pi}{\xi}$-valued functional. But the sum of the variances of the $\frac{2 \pi}{\xi}$-valued functional may be much larger than $U_{N}$.

The goal of this section is to achieve a joint reduction, so that the sum of the variances of the $\frac{2 \pi}{\xi}$-valued functional is of order $U_{N}$. This result will be used in Chapter 6 .

Lemma 4.19 (Integer Reduction Lemma) Let X be a uniformly elliptic Markov chain, and f an integer-valued additive functional on X such that $|f| \leq K$ a.s. For every $N$,

$$
f_{n}(x, y)=g_{n}^{(N)}(x, y)+a_{n+1}^{(N)}(x)-a_{n}^{(N)}(y)+c_{n}^{(N)} \quad(n=3, \ldots, N)
$$

where
(1) $c_{n}^{(N)}$ are integers such that $\left|c_{n}^{(N)}\right| \leq K$,
(2) $a_{n}^{(N)}$ are measurable integer-valued functions on $\Im_{n}$ such that $\left|a_{n}^{(N)}\right| \leq 2 K$,
(3) $g_{n}^{(N)}$ are measurable, $\mathbb{Z}$-valued, and $\sum_{n=3}^{N} \mathbb{E}\left[g_{n}^{(N)}\left(X_{n}, X_{n+1}\right)^{2}\right] \leq 10^{3} K^{4} \sum_{n=3}^{N} u_{n}^{2}$, where $u_{n}$ are the structure constants of $\mathfrak{f}$.
Proof Let $\left(\begin{array}{llll}Z_{n-2} & Z_{n-1} & Y_{n} & Y_{n-1}\end{array} X_{n} \quad X_{n+1}\right)$ be a random hexagon. By the definition of the structure constants,

$$
\mathbb{E}\left[\sum _ { n = 3 } ^ { N } \mathbb { E } \left(\Gamma \left(\begin{array}{llll} 
& Z_{n-1} & Y_{n} & X_{n-2} \\
Z_{n-2} & Y_{n-1} & X_{n} & \left.\left.\left.X_{n+1}\right)^{2} \mid Z_{n-2}, Z_{n-1}\right)\right]=\sum_{n=3}^{N} u_{n}^{2} .
\end{array}\right.\right.\right.
$$

Therefore, for every $N$ there exist $z_{n}=z_{n}(N) \in \Im_{n}(n=1, \ldots, N-2)$ such that

$$
\sum_{n=3}^{N} \mathbb{E}\left(\left.\Gamma\left(\begin{array}{llll}
Z_{n-2} & Z_{n-1} & Y_{n} \\
& Y_{n-1} & X_{n} & X_{n+1}
\end{array}\right)^{2} \right\rvert\, Z_{n-2}=z_{n-2}, Z_{n-1}=z_{n-1}\right) \leq \sum_{n=3}^{N} u_{n}^{2}
$$

We emphasize that $z_{n}$ depends on $N$.
Let $c_{n}^{(N)}:=f_{n-2}\left(z_{n-2}, z_{n-1}\right)$. Let $a_{n}^{(N)}\left(x_{n}\right)$ be the (smallest) most likely value of

$$
f_{n-2}\left(z_{n-2}, Y\right)+f_{n-1}\left(Y, x_{n}\right)
$$

where $Y$ has the bridge distribution of $X_{n-1}$ conditioned on $X_{n-2}=z_{n-2}$ and $X_{n}=x_{n}$. The most likely value exists, and has probability bigger than $\delta_{K}:=\frac{1}{5 K}$, because $f_{n-2}\left(z_{n-2}, Y\right)+f_{n-1}\left(Y, x_{n}\right) \in[-2 K, 2 K] \cap \mathbb{Z}$.

Set $g_{n}^{(N)}\left(x_{n}, x_{n+1}\right):=f_{n}\left(x_{n}, x_{n+1}\right)+a_{n}^{(N)}\left(x_{n}\right)-a_{n+1}^{(N)}\left(x_{n+1}\right)-c_{n}^{(N)}$. Equivalently,

$$
g_{n}^{(N)}\left(x_{n}, x_{n+1}\right)=-\Gamma\left(\begin{array}{llll} 
& z_{n-1} & y_{n} & x_{n-2} \\
z_{n-1} & y_{n-1} & x_{n} & x_{n+1}
\end{array}\right)
$$

for the $y_{k}$ which maximize the likelihood of the value $f_{k-1}\left(z_{k-1}, Y\right)+f_{k}\left(Y, x_{k+1}\right)$, when $Y$ has the bridge distribution of $X_{k}$ given $X_{k-1}=z_{k-1}, X_{k+1}=x_{k+1}$.

Our task is to estimate $\sum_{n=3}^{N} \mathbb{E}\left[g_{n}^{(N)}\left(X_{n}, X_{n+1}\right)^{2}\right]$. Define for this purpose the functions $h_{n}^{(N)}: \Im_{n} \times \Im_{n+1} \rightarrow \mathbb{R}$,

$$
h_{n}^{(N)}\left(x_{n}, x_{n+1}\right):=\mathbb{E}\left[\Gamma\left(\begin{array}{llll}
Z_{n-1} & Y_{n} & X_{n+1} \\
Z_{n-2} & Y_{n-1} & X_{n} & X_{n+1}
\end{array}\right)^{2} \begin{array}{ll}
Z_{n-2}=z_{n-2} & Z_{n-1}=z_{n-1} \\
X_{n}=x_{n} & X_{n+1}=x_{n+1}
\end{array}\right]^{1 / 2}
$$

The plan is to show that:
(a) $\sum_{n=3}^{N} \mathbb{E}\left(h_{n}^{(N)}\left(X_{n}, X_{n+1}\right)^{2}\right) \leq \sum_{n=3}^{N} u_{n}^{2}$,
(b) If $h_{n}^{(N)}\left(x_{n}, x_{n+1}\right)<\delta_{K}$, then $g_{n}^{(N)}\left(x_{n}, x_{n+1}\right)=0$,
(c) $\mathbb{E}\left(g_{n}^{(N)}\left(X_{n}, X_{n+1}\right)^{2}\right) \leq(6 K)^{2} \mathbb{P}\left[h_{n}^{(K)} \geq \delta_{K}\right] \leq 36 K^{2} \delta_{K}^{-2} \mathbb{E}\left[h_{n}^{(N)}\left(X_{n}, X_{n+1}\right)^{2}\right]$.

Part (a) is because of the choice of $z_{n}$. Part (c) follows from part (b), Chebyshev's inequality, and the estimate $\left\|g_{n}^{(N)}\right\|_{\infty} \leq 6 K$ (as is true for the balance of every hexagon). It remains to prove part (b).

Since $f$ is integer-valued, either the balance of a hexagon is zero, or it has absolute value $\geq 1$. This leads to the following inequality.

$$
\begin{aligned}
& \mathbb{P}\left[\left.\Gamma\left(\begin{array}{llll} 
& Z_{n-1} & Y_{n} & X_{n+1} \\
Z_{n-2} & Y_{n-1} & X_{n}
\end{array}\right) \neq 0 \right\rvert\, \begin{array}{ll}
Z_{n-2}=z_{n-2} & Z_{n-1}=z_{n-1} \\
X_{n}=x_{n} & X_{n+1}=x_{n+1}
\end{array}\right] \\
& \leq \mathbb{E}\left[\begin{array}{llll}
\left.\Gamma\left(\begin{array}{lll}
Z_{n-1} & Y_{n} & X_{n+1}
\end{array}\right)^{2} \left\lvert\, \begin{array}{ll}
Z_{n-2}=z_{n-2} & Z_{n-1}=z_{n-1} \\
Z_{n-2} & Y_{n-1} \\
X_{n}=x_{n} & X_{n}
\end{array}\right.\right]=X_{n+1}=x_{n+1}
\end{array}\right]=h_{n}^{(N)}\left(x_{n}, x_{n+1}\right)^{2} .
\end{aligned}
$$

Thus, if $h_{n}^{(N)}\left(x_{n}, x_{n+1}\right)<\delta_{K}$, then

$$
\mathbb{P}\left[\left.\Gamma\left(\begin{array}{llll}
Z_{n-2} & Z_{n-1} & Y_{n} & X_{n+1} \\
& Y_{n-1} & X_{n} & X_{n+1}
\end{array}\right)=0 \right\rvert\, \begin{array}{ll}
Z_{n-2}=z_{n-2} & Z_{n-1}=z_{n-1} \\
X_{n}=x_{n} & X_{n+1}=x_{n+1}
\end{array}\right]>1-\delta_{K}^{2}
$$

At the same time, by the structure of the hexagon measure, if

$$
\Omega_{n}:=\left\{\left(\begin{array}{llll}
Z_{n-2} & Z_{n-1} & Y_{n} \\
& Y_{n-1} & X_{n}
\end{array} X_{n+1}\right): \begin{array}{l}
f_{n-1}\left(Z_{n-1}, Y_{n}\right)+f_{n}\left(Y_{n}, X_{n+1}\right)=a_{n+1}^{(N)}\left(X_{n+1}\right) \\
f_{n-2}\left(Z_{n-2}, Y_{n-1}\right)+f_{n-1}\left(Y_{n-1}, X_{n}\right)=a_{n}^{(N)}\left(X_{n}\right)
\end{array}\right\},
$$

then $\mathbb{P}\left[\Omega_{n} \left\lvert\, \begin{array}{ll}Z_{n-2}=z_{n-2} & Z_{n-1}=z_{n-1} \\ X_{n}=x_{n} & X_{n+1}=x_{n+1}\end{array}\right.\right]>\delta_{K}^{2}$.
If the sum of the probabilities of two events is bigger than one, then they must intersect. It follows that there exist $y_{n-1}, y_{n}$ such that

- $a_{n}^{(N)}\left(x_{n}\right)=f_{n-2}\left(z_{n-2}, y_{n-1}\right)+f_{n-1}\left(y_{n-1}, x_{n}\right)$;
- $a_{n+1}^{(N)}\left(x_{n+1}\right)=f_{n-1}\left(z_{n-1}, y_{n}\right)+f_{n}\left(y_{n}, x_{n+1}\right)$;
- $\Gamma\left(\begin{array}{lllll} & z_{n-1} & y_{n} & \\ z_{n-2} & y_{n-1} & x_{n} & x_{n+1}\end{array}\right)=0$.

By the definition of $g_{n}^{(N)}, g_{n}^{(N)}\left(x_{n}, x_{n+1}\right)=0$, which proves part (b).
Corollary 4.20 (Joint Reduction) Let f be an additive functional of a uniformly elliptic Markov array X with row lengths $k_{N}$, such that $|f| \leq K$ a.s. If $\xi \neq 0$ and $\sup _{N} U_{N}<\infty$, then there is an additive functional g satisfying
(4.4), and $\sum_{n=3}^{k_{N}}\left\|g_{n}^{(N)}\right\|_{2}^{2} \leq L U_{N}$, with a constant $L$ which only depends on $K$ and $\xi$.

Caution! $g_{n}^{(N)}$ depends on $N$, even if f is an additive functional of a Markov chain.
Proof Apply Lemma 4.16 to f , and then apply Lemma 4.19 to the resulting integer-valued additive functional $\frac{\xi g}{2 \pi}$.

### 4.3.3 The Possible Values of the Co-range

We prove Theorem 4.3 in its version for Markov arrays: The co-range of an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X is equal to $\mathbb{R}$ when f is center-tight, and to $\{0\}$ or $t \mathbb{Z}$ with $t \geq \pi /(6$ ess sup $|f|)$ otherwise.

Recall that the co-range is defined by

$$
H:=H(\mathrm{X}, \mathrm{f})=\left\{\xi \in \mathbb{R}: \sup _{N} D_{N}(\xi)<\infty\right\}, \text { where } D_{N}(\xi)=\sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}
$$

Step 1. $H$ is a subgroup of $\mathbb{R}$.
Proof of the Step. $H=-H$, because $d_{n}^{(N)}(-\xi)=d_{n}^{(N)}(\xi) . H$ contains 0 , because $d_{n}^{(N)}(0)=0$. $H$ is closed under addition, because if $\xi, \eta \in H$, then by Lemma 2.16,

$$
\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi+\eta)^{2} \leq 8\left[\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}+\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\eta)^{2}\right]<\infty
$$

Step 2. If $f$ is center-tight, then $H=\mathbb{R}$.
Proof of the Step. By Corollary 3.9 and the center-tightness of f, $\sup _{N} \sum_{k=3}^{k_{N}}\left(u_{k}^{(N)}\right)^{2}<\infty$. By Lemma 2.16(c), $\sup _{N} \sum_{k=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}<\infty$ for all $\xi \in \mathbb{R}$.
Step 3. If $f$ is not center-tight, then $\exists t_{0}>0$ such that

$$
\begin{equation*}
H \cap\left(-t_{0}, t_{0}\right)=\{0\} . \tag{4.13}
\end{equation*}
$$

Proof of the Step. Let $K:=$ ess sup $|f|$, then $|\Gamma(P)| \leq 6 K$ for a.e. hexagon $P$.
Fix $\tau_{0}>0$ such that $\left|\mathrm{e}^{\mathrm{i} t}-1\right|^{2} \geq \frac{1}{2} t^{2}$ for all $|t|<\tau_{0}$, and let $t_{0}:=\tau_{0}(6 K)^{-1}$. Then for all $|\xi|<t_{0}$, $\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2} \geq \frac{1}{2} \xi^{2} \Gamma(P)^{2}$ for all hexagons $P$. Taking the expectation over $P \in \operatorname{Hex}(N, n)$, we obtain that

$$
\begin{equation*}
d_{n}^{(N)}(\xi)^{2} \geq \frac{1}{2} \xi^{2}\left(u_{n}^{(N)}\right)^{2} \text { for all }|\xi|<t_{0}, 1 \leq n \leq k_{N}, N \geq 1 . \tag{4.14}
\end{equation*}
$$

Now assume by way of contradiction that there is $0 \neq \xi \in H \cap\left(-t_{0}, t_{0}\right)$, then $\sup _{N} \sum_{n=3}^{k_{N}}\left(u_{n}^{(N)}\right)^{2} \leq$ $\frac{2}{\xi^{2}} \sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}<\infty$. By Corollary 3.9, $f$ is center-tight, in contradiction to our assumption.
Step 4. If $f$ is not center-tight, then $H=\{0\}$, or $H=t \mathbb{Z}$ with $t \geq \frac{\pi}{3 \operatorname{ess} \sup |f|}$.
Proof of the Step. By Steps 2 and 3, H is a proper closed subgroup of $\mathbb{R}$. So it must be equal to $\{0\}$ or $t \mathbb{Z}$, where $t>0$. To see that $t \geq \frac{\pi}{3 \operatorname{ess} \sup |f|}$, assume by contradiction that $t=\left(\frac{\pi}{3 \operatorname{ess} \sup |f|}\right) \rho$ with $0<\rho<1$, and let

$$
\kappa:=\min \left\{\left|\mathrm{e}^{\mathrm{i} \gamma}-1\right|^{2} /|\gamma|^{2}:|\gamma| \leq 2 \pi \rho\right\}>0
$$

Then $|t \Gamma(P)| \leq 6 t$ ess sup $|f|=2 \pi \rho$ for every hexagon $P \in \operatorname{Hex}(N, n)$, whence

$$
d_{n}^{(N)}(t)^{2}=\mathbb{E}_{m_{\text {Hex }}}\left(\left|\mathrm{e}^{\mathrm{i} t \Gamma}-1\right|^{2}\right) \geq \kappa \mathbb{E}_{m_{\text {Hex }}}\left(t^{2} \Gamma^{2}\right)=\kappa t^{2}\left(u_{n}^{(N)}\right)^{2} .
$$

So $D_{N}(\xi) \geq \kappa t^{2} U_{N}$. But this is impossible: $t \in H$ so $\sup _{N} D_{N}<\infty$, whereas f is not center-tight so by Corollary 3.9, $\sup _{N} U_{N}=\infty$.

### 4.3.4 Calculation of the Essential Range

We prove Theorem 4.4 in its version for Markov arrays: For every a.s. uniformly bounded additive functional $\ddagger$ on a uniformly elliptic Markov array $\mathrm{X}, G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\{0\}$ when $H(\mathrm{X}, \mathrm{f})=\mathbb{R} ; G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\frac{2 \pi}{t} \mathbb{Z}$ when $H(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$; and $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$ when $H(\mathrm{X}, \mathrm{f})=\{0\}$.

Lemma 4.21 Suppose f,g are two a.s. uniformly bounded additive functionals on the same uniformly elliptic Markov array. If $\mathrm{f}-\mathrm{g}$ is center-tight, then f and g have the same co-range.

Proof By Corollary 3.9, if $\mathrm{h}=\mathrm{g}-\mathrm{f}$ is center-tight, then

$$
\sup _{N} \sum_{n=3}^{k_{N}} u_{n}^{(N)}(\mathrm{h})^{2}<\infty .
$$

By Lemma 2.16,

$$
\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi, \mathrm{g})^{2} \leq 8 \sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi, \mathrm{f})^{2}+8 \xi^{2} \sup _{N} \sum_{n=3}^{k_{N}} u_{n}^{(N)}(\mathrm{h})^{2} .
$$

So the co-range of $f$ is a subset of the co-range of $g$. By symmetry they are equal.

Proof of Theorem 4.4: As we saw in the previous section, the possibilities for the co-range are $\mathbb{R}, t \mathbb{Z}$ with $t \neq 0$, and $\{0\}$.

Case 1: The co-range is $\mathbb{R}$. By Theorem 4.3, this can only happen if $f$ is center-tight, in which case the essential range is $\{0\}$ because we may subtract $f$ from itself.
Case 2: The co-range is $t \mathbb{Z}$ with $t \neq 0$. We show that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\frac{2 \pi}{t} \mathbb{Z}$.
By assumption, $t$ is in the co-range, so $\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(t)^{2}<\infty$. By the reduction lemma, f differs by a center-tight functional from a functional with algebraic range inside $\frac{2 \pi}{t} \mathbb{Z}$. So

$$
G_{\text {ess }}(\mathrm{X}, \mathrm{f}) \subset \frac{2 \pi}{t} \mathbb{Z}
$$

Assume by way of contradiction that $G_{\text {ess }}(\mathrm{X}, \mathrm{f}) \neq \frac{2 \pi}{t} \mathbb{Z}$, then there exists a center-tight h such that the algebraic range of

$$
g:=f-h
$$

is a subset of $\frac{2 \pi \ell}{t} \mathbb{Z}$ for some integer $\ell>1$. The structure constants of g must satisfy $d_{n}^{(N)}\left(\frac{t}{\ell}, g\right) \equiv 0$, and therefore $\frac{t}{\ell}$ is in the co-range of g . By Lemma 4.21, $\frac{t}{\ell}$ is in the co-range of f , whence $\frac{t}{\ell} \in t \mathbb{Z}$. But this contradicts $\ell>1$.
Case 3: The co-range is $\{0\}$. We claim that the essential range is $\mathbb{R}$. Otherwise, there exists a center-tight $h$ such that the algebraic range of $\mathrm{g}:=\mathrm{f}-\mathrm{h}$ equals $t \mathbb{Z}$ with $t \in \mathbb{R}$. But this is impossible:
(a) If $t \neq 0$, then $d_{n}^{(N)}\left(\frac{2 \pi}{t}, \mathrm{~g}\right)=0$ for all $3 \leq n \leq k_{N}, N \geq 1$, so the co-range of g contains $2 \pi / t$. By Lemma 4.21, the co-range of $f$ contains $2 \pi / t$, in contradiction to the assumption that it is $\{0\}$.
(b) If $t=0$, then the algebraic range of $g$ is $\{0\}$, and by Lemma 4.15, the entries of $g$ are all a.s. constant. So $f \equiv h+g$ is center-tight, and by Theorem 4.3, the co-range of $f$ is $\mathbb{R}$. But this contradicts our assumptions.

### 4.3.5 Existence of Irreducible Reductions

We prove Theorem 4.5, in its version for arrays: For every a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X , there exists an irreducible functional g such that $\mathrm{f}-\mathrm{g}$ is center-tight and $G_{a l g}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$.

Proof. The essential range is a closed subgroup of $\mathbb{R}$, so $G_{\text {ess }}(X, f)=\{0\}, t \mathbb{Z}$ or $\mathbb{R}$.
(a) If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\{0\}$, then $H(\mathrm{X}, \mathrm{f})=\mathbb{R}$, and f is center-tight. So take $\mathrm{g} \equiv 0$.
(b) If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ with $t \neq 0$, then $H(\mathrm{X}, \mathrm{f})=\xi \mathbb{Z}$ with $\xi:=2 \pi / t$ (Theorem 4.4). So $\sup _{N} \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi, \mathrm{f})^{2}<\infty$. By the reduction lemma, there exists an additive functional $g$ such that $f-g$ is center-tight, and $G_{a l g}(X, g) \subset t \mathbb{Z}$. Clearly, two additive functionals which differ by a center-tight functional have the same essential range. So $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=G_{\text {ess }}(\mathrm{X}, \mathrm{g}) \subset G_{\text {alg }}(\mathrm{X}, \mathrm{g}) \subset t \mathbb{Z}=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$, and $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=G_{\text {ess }}(\mathrm{X}, \mathrm{g})=G_{\text {alg }}(\mathrm{X}, \mathrm{g})$.
(c) If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, take $\mathrm{g}:=\mathrm{f}$.

### 4.3.6 Characterization of Hereditary Additive Functionals

Proof of Theorem 4.13: Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array $X$, and consider the following conditions:
(1) f is hereditary: for all $\xi \notin H(\mathrm{X}, \mathrm{f}), D_{N}(\xi) \xrightarrow[N \rightarrow \infty]{\longrightarrow} \infty$;
(2) For all $\xi,\left(\liminf _{N \rightarrow \infty} D_{N}(\xi)<\infty \Rightarrow \limsup _{N \rightarrow \infty} D_{N}(\xi)<\infty\right)$;
(3) $H\left(\mathrm{X}^{\prime}, \mathrm{f} \mid \mathrm{X}^{\prime}\right)=H(\mathrm{X}, \mathrm{f})$ for every sub-array $\mathrm{X}^{\prime}$ of X ;
(4) $G_{\text {ess }}\left(\mathrm{X}^{\prime},\left.\mathrm{f}\right|_{\mathrm{X}^{\prime}}\right)=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$ for every sub-array $\mathrm{X}^{\prime}$ of X .
(1) $\Rightarrow \mathbf{( 2 ) : ~ L e t ~} L_{\mathrm{inf}}(\xi):=\liminf D_{N}(\xi)$, and $L_{\text {sup }}(\xi):=\limsup D_{N}(\xi)$. Assume (1), and suppose $L_{\mathrm{inf}}(\xi)<\infty$. Then $L_{\text {sup }}(\xi)<\infty$, otherwise sup $D_{N}(\xi)=\infty$, whence $\xi \notin H(\mathrm{X}, \mathrm{f})$, whence by $(1), \lim D_{N}(\xi)=\infty$. But this contradicts $L_{\mathrm{inf}}(\xi)<\infty$.
(2) $\Rightarrow \mathbf{( 3 ) : ~ I f ~} \xi \in H(\mathrm{X}, \mathrm{f})$, then $\sup D_{N}\left(\xi, \mathrm{f} \mid \mathrm{X}^{\prime}\right) \leq \sup D_{N}(\xi, \mathrm{f})<\infty$, and $\xi \in H\left(\mathrm{X}^{\prime},\left.\mathfrak{f}\right|_{\mathrm{X}^{\prime}}\right)$.

Conversely, if $\xi \in H\left(\mathrm{X}^{\prime}, \mathrm{f} \mid \mathrm{X}^{\prime}\right)$, then $\liminf D_{N}(\xi)<\infty$, whence by (2) $\lim \sup D_{N}(\xi)<\infty$. Therefore $\sup D_{N}(\xi)<\infty$, and $\xi \in H(\mathrm{X}, \mathrm{f})$.
$(\mathbf{3}) \Rightarrow(4)$ because the co-range determines the essential range (Theorem 4.4).
$\mathbf{( 4 )} \Rightarrow \mathbf{( 1 )}$ : Suppose $\xi \notin H(\mathrm{X}, \mathrm{f})$, and assume by contradiction that $D_{N}(\xi) \nrightarrow \infty$. Then $\exists N_{\ell} \uparrow \infty$ such that $\sup _{\ell} D_{N_{\ell}}(\xi)<\infty$. But this means that $\xi \in H\left(X^{\prime},\left.f\right|_{X^{\prime}}\right)$ for the sub-array $X^{\prime}=\left\{X_{n}^{\left(N_{\ell}\right)}: 1 \leq n \leq k_{N_{\ell}}+1, \ell \geq 1\right\}$, and we found a sub-array such that $H\left(\mathrm{X}^{\prime},\left.\mathfrak{f}\right|_{\mathrm{X}^{\prime}}\right) \neq H(\mathrm{X}, \mathrm{f})$. By Theorem 4.4, $G_{\text {ess }}\left(\mathrm{X}^{\prime},\left.\mathrm{f}\right|_{\mathrm{X}^{\prime}}\right) \neq G_{\text {ess }}(\mathrm{X}, \mathrm{f})$.
Proof of Theorem 4.14: Let $f$ be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array $X$.

The first part of the theorem assumes that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, and asserts that $(\mathrm{X}, \mathrm{f})$ is stably hereditary iff $G_{\text {ess }}\left(\mathrm{X}^{\prime}, \mathrm{g} \mid \mathrm{X}^{\prime}\right)=\mathbb{R}$ for all sub-arrays $\mathrm{X}^{\prime}$, and all additive functionals $\mathrm{g}=\left\{\left(1+\varepsilon_{N}\right) f_{n}^{(N)}\right\}$, where $\varepsilon_{N} \rightarrow 0$.
$(\Leftarrow)$ : Taking $\varepsilon_{N}=0$, and applying Theorem 4.13, we find that $(\mathrm{X}, \mathrm{f})$ is hereditary. So $D_{N}(\xi) \rightarrow \infty$ for all $\xi \neq 0$. To show that the convergence is uniform on compact subsets of $\mathbb{R} \backslash\{0\}$, it is sufficient to check that

$$
\forall \xi \neq 0, \forall M>0, \exists N_{\xi}, \delta_{\xi}>0\left(\begin{array}{l}
N>N_{\xi}  \tag{4.15}\\
\left|\xi^{\prime}-\xi\right|<\delta_{\xi}
\end{array} \Rightarrow D_{N}\left(\xi^{\prime}\right)>M\right) .
$$

Assume by way of contradiction that (4.15) fails for some $\xi \neq 0$ and $M>0$, then $\exists \xi_{N} \rightarrow \xi$ such that $D_{N}\left(\xi_{N}\right) \leq M$. Let

$$
\varepsilon_{N}:=\frac{\xi_{N}}{\xi}-1, \text { and } \mathrm{g}:=\left\{\left(1+\varepsilon_{N}\right) f_{k}^{(N)}\right\}
$$

Let $D_{N}(\xi, \mathrm{~g})$ denote the structure constants of $(\mathrm{X}, \mathrm{g})$, then $\sup _{N} D_{N}(\xi, \mathrm{~g})=\sup _{N} D_{N}\left(\xi_{N}\right) \leq M$, whence $\xi \in H(\mathrm{X}, \mathrm{g})$. Thus $H(\mathrm{X}, \mathrm{g}) \neq\{0\}$, whence $G_{\text {ess }}(\mathrm{X}, \mathrm{g}) \neq \mathbb{R}$, a contradiction. (4.15) follows, and (X, f$)$ is stably hereditary.
$(\Rightarrow)$ : Suppose $(\mathrm{X}, \mathrm{f})$ is stably hereditary, then $D_{N}(\xi) \rightarrow \infty$ uniformly on compact subsets of $\mathbb{R} \backslash\{0\}$, so $D_{N}(\xi, \mathrm{~g}) \rightarrow \infty$ for all $\xi \neq 0, \quad \mathrm{~g}=\left\{\left(1+\varepsilon_{N}\right) f_{k}^{(N)}\right\}$, and $\varepsilon_{N} \rightarrow 0$. Thus $H\left(\mathrm{X}^{\prime}, \mathrm{g} \mid \mathrm{X}^{\prime}\right)=\{0\}$, and $G_{\text {ess }}\left(\mathrm{X}^{\prime}, \mathrm{g} \mid \mathrm{X}^{\prime}\right)=\mathbb{R}$ for all sub-arrays $X^{\prime}$ and such g . The proof of the first part of the theorem is complete.

The second part of the theorem assumes that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ or $\{0\}$, and asserts that f is stably hereditary iff it is hereditary.

It is sufficient to consider the case $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{Z}$ : If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ with $t \neq 0$ we work with $t^{-1} \mathrm{f}$, and if $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\{0\}$ then $H(\mathrm{X}, \mathrm{f})=\mathbb{R}$ and the statement that $D_{N}(\xi) \rightarrow \infty$ on $H(\mathrm{X}, \mathrm{f})^{c}$ (uniformly on compacts or not) holds vacuously.

By Theorem 4.5, we can write $\mathrm{f}=\mathrm{g}-\mathrm{h}$ where $G_{\text {alg }}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$, and h is a.s. uniformly bounded and center-tight. By Lemma 4.15, we can modify $g$ and $h$ by a suitable collection of uniformly bounded constants to arrange for $g$ to be integer-valued: $\mathbb{P}\left[g^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right) \in \mathbb{Z}\right]=1$ for all $n, N$.

Choose an integer $K$ such that ess sup $|\mathrm{g}| \leq K$. Then the $g$-balance $\Gamma(P)$ of every hexagon $P \in \operatorname{Hex}(N, n)$ satisfies

$$
\Gamma(P) \in \mathbb{Z} \cap[-6 K, 6 K] .
$$

Let $m_{\mathrm{Hex}}^{N, n}$ denote the hexagon measure on $\operatorname{Hex}(N, n)$ and define for every $\gamma \in \mathbb{Z} \cap[-6 K, 6 K]$,

$$
\mu_{N}(\gamma):=\sum_{n=3}^{k_{N}} m_{\mathrm{Hex}}^{N, n}\{P \in \operatorname{Hex}(N, n): \Gamma(P)=\gamma\}
$$

Since $\left|\mathrm{e}^{\mathrm{i} \xi \gamma}-1\right|^{2}=4 \sin ^{2} \frac{\xi \gamma}{2}$,

$$
d_{N}^{2}(\xi, \mathrm{~g})=4 \sum_{\gamma=-6 K}^{6 K} \mu_{N}(\gamma) \sin ^{2} \frac{\xi \gamma}{2}
$$

This expression shows that if $D_{N}(\xi, \mathrm{~g}) \rightarrow \infty$ for some $\xi$, then $D_{N}(\eta, \mathrm{~g}) \rightarrow \infty$ uniformly on an open neighborhood of this $\xi$. Thus, if $(\mathrm{X}, \mathrm{g})$ is hereditary, then $(\mathrm{X}, \mathrm{g})$ is stably hereditary. The converse statement is trivial.

By Lemma 4.21, $H(\mathrm{X}, \mathrm{g})=H(\mathrm{X}, \mathrm{f})$. In addition, $(\mathrm{X}, \mathrm{g})$ is (stably) hereditary iff ( $\mathrm{X}, \mathrm{f}$ ) is (stably) hereditary, because by Lemma 2.16 and Corollary 3.9,

$$
\begin{aligned}
& D_{N}(\xi, \mathrm{f}) \geq \frac{1}{8} D_{N}(\xi, \mathrm{~g})-\frac{1}{8} \xi^{2} \sup _{n} U_{n}(\mathrm{~h})=\frac{1}{8} D_{N}(\xi, \mathrm{~g})-\text { const. } \xi^{2} \\
& D_{N}(\xi, \mathrm{~g}) \geq \frac{1}{8} D_{N}(\xi, \mathrm{f})-\frac{1}{8} \xi^{2} \sup _{n} U_{n}(\mathrm{~h})=\frac{1}{8} D_{N}(\xi, \mathrm{f})-\text { const. } \xi^{2}
\end{aligned}
$$

Therefore the equivalence of the hereditary and stable hereditary properties of $(X, g)$ implies the equivalence of these properties for $(X, f)$.

### 4.4 Notes and References

In the stationary world, a center-tight cocycle is a coboundary (Schmidt [178]) and the problems discussed in this chapter reduce to the question how small can one make the range of a cocycle by subtracting from it a coboundary. The question appears naturally in the ergodic theory of group actions, because of its relation to the ergodic decomposition of skew-products [1, Ch. 8],[32],[178], and its relation to the structure of locally finite ergodic invariant measures for skew-products [7],[165],[175]. In the general setup of ergodic theory, minimal reductions such as in Theorem 4.5 are not always possible [128], but they do sometimes exist [165],[175].

The reduction lemma was proved for sums of independent random variables in [56]. For a version of Theorem 4.9 in this case, see [148].

The relevance of (ir)reducibility to the local limit theorem appears in a different form in the papers of Guivarc'h \& Hardy [88], Aaronson \& Denker [5], and Dolgopyat [56]. There "irreducibility" is expressed in terms of a condition which rules out non-trivial solutions for certain cohomological equations. We will meet this idea again when we discuss irreducibility in the context of homogeneous Markov chains (Theorem 8.9(3), [88]), and in the context of Markov chains in a random environment (Proposition 9.24).

It is more difficult to uncover the irreducibility condition in the probabilistic literature on the LLT for sums of independent random variable. Prokhorov [163] and Rozanov [169], for example, prove a LLT for independent Zvalued random variables $X_{k}$ assuming Lindeberg's condition (which is automatic for bounded random variables), $\sum \operatorname{Var}\left(X_{k}\right)=\infty$, and subject to an arithmetic condition on the distributions of $X_{k}$. For an interpretation of this condition in terms of the irreducibility conditions in this chapter, see $\S 8.2$. Other sufficient conditions such as those appearing in [144],[148],[190] can be analyzed in a similar way.

## Chapter 5 <br> The Local Limit Theorem in the Irreducible Case


#### Abstract

We find the asymptotic behavior of $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$, assuming that $\left(z_{N}-\mathbb{E}\left(S_{N}\right)\right) / \sqrt{\operatorname{Var}\left(S_{N}\right)}$ converges to a finite limit, and subject to the irreducibility condition: The algebraic range cannot be reduced by a center-tight modification.


### 5.1 Main Results

### 5.1.1 Local Limit Theorems for Markov Chains

In the next two theorems, we assume that $\mathfrak{f}$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X , and we let $S_{N}=f_{1}\left(X_{1}, X_{2}\right)+\cdots+f_{N}\left(X_{N}, X_{N+1}\right)$ and $V_{N}:=\operatorname{Var}\left(S_{N}\right)$.

Recall that the algebraic range $G_{a l g}(\mathrm{X}, \mathrm{f})$ is the smallest closed subgroup $G$ with constants $c_{n}$ such that $\mathbb{P}\left[f_{n}\left(X_{n}, X_{n+1}\right)-c_{n} \in G\right]=1$ for all $n$. We call $\mathrm{firreducible}$, if there is no center-tight h such that $G_{\text {alg }}(\mathrm{X}, \mathrm{f}-\mathrm{h})$ is strictly smaller than $G_{\text {alg }}(\mathrm{X}, \mathrm{f})$.
Theorem 5.1 (Non-Lattice Case) Suppose $f$ is irreducible, with algebraic range $\mathbb{R}$. Then $V_{N} \rightarrow \infty$, and for every $(a, b) \subset \mathbb{R}$ and $z_{N}, z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$,

$$
\begin{equation*}
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}(b-a), \text { as } N \rightarrow \infty . \tag{5.1}
\end{equation*}
$$

Theorem 5.2 (Lattice Case) Suppose $t>0$, f is irreducible with algebraic range $t \mathbb{Z}$, and $\mathbb{P}\left[S_{N} \in \gamma_{N}+t \mathbb{Z}\right]=1$ for all $N$. Then $V_{N} \rightarrow \infty$, and for all $z_{N} \in \gamma_{N}+t \mathbb{Z}$ and $z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, for all $k \in \mathbb{Z}$,

$$
\begin{equation*}
\mathbb{P}\left[S_{N}-z_{N}=k t\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2} t}{\sqrt{2 \pi V_{N}}} \text {, as } N \rightarrow \infty . \tag{5.2}
\end{equation*}
$$

For a discussion of the necessity of the irreducibility assumption, see §6.1.3.
We can check the conditions of the theorems directly from the data of $X$ and $f$, using the structure constants (2.26):
Lemma 5.3 Let $f$ be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X . Then
(1) $\mathfrak{f}$ i irreducible with algebraic range $\mathbb{R}$ iff $\sum d_{n}^{2}(\xi)=\infty$ for all $\xi \neq 0$.
(2) Fix $t>0$, then f is irreducible with algebraic range $t \mathbb{Z}$ iff $\sum d_{n}^{2}(\xi)<\infty$ for $\xi \in(2 \pi / t) \mathbb{Z}$ and $\sum d_{n}^{2}(\xi)=\infty$ for $\xi \notin(2 \pi / t) \mathbb{Z}$.
(3) $\mathfrak{f}$ is irreducible with algebraic range $\{0\}$ iff there are constants $c_{n}$ such that $f_{n}\left(X_{n}, X_{n+1}\right)=c_{n}$ a.s. for all $n$.
$\operatorname{Proof} \mathrm{f}$ is non-lattice and irreducible iff $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=G_{\text {alg }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$. By Theorem 4.3, this happens iff f has co-range $\{0\}$, which proves part (1). Part (2) is similar, and part (3) is a triviality.

### 5.1.2 Local Limit Theorems for Markov Arrays

Let $f$ be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X with row lengths $k_{N}+1$, and set $\mathrm{X}=\left\{X_{n}^{(N)}\right\}, \mathfrak{f}=\left\{f_{n}^{(N)}\right\}, S_{N}=\sum_{i=1}^{k_{N}} f_{i}^{(N)}\left(X_{i}^{(N)}, X_{i+1}^{(N)}\right)$, and $V_{N}:=\operatorname{Var}\left(S_{N}\right)$.

The LLT for $S_{N}$ may fail when $\left.f\right|_{\mathrm{X}^{\prime}}$ has different essential range for different sub-arrays $\mathrm{X}^{\prime}$. To rule this out, we assume hereditary behavior, see $\S 4.2 .3$.
Theorem 5.1'. Suppose f is stably hereditary and irreducible, with algebraic range $\mathbb{R}$. Then $V_{N} \rightarrow \infty$, and for every $(a, b) \subset \mathbb{R}$ and $z_{N}, z \in \mathbb{R}$ s.t. $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \xrightarrow[N \rightarrow \infty]{ } z$,

$$
\begin{equation*}
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}(b-a), \text { as } N \rightarrow \infty . \tag{5.3}
\end{equation*}
$$

Theorem 5.2'. Suppose $t>0$ and $f$ is hereditary, irreducible, and with algebraic range $t \mathbb{Z}$. Suppose $\mathbb{P}\left[S_{N} \in\right.$ $\left.\gamma_{N}+t \mathbb{Z}\right]=1$ for all $N$. Then $V_{N} \rightarrow \infty$, and for all $z_{N} \in \gamma_{N}+t \mathbb{Z}$ and $z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \xrightarrow[N \rightarrow \infty]{ } z$, for every $k \in \mathbb{Z}$,

$$
\begin{equation*}
\mathbb{P}\left[S_{N}-z_{N}=k t\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2} t}{\sqrt{2 \pi V_{N}}} \text {, as } N \rightarrow \infty \tag{5.4}
\end{equation*}
$$

Whereas in the non-lattice case we had to assume that f is stably hereditary, in the lattice case it is sufficient to assume that f is hereditary. This is because the two assumptions are equivalent in the lattice case, see Theorem 4.14(2).

Again, it is possible to check the assumptions of the theorems using the structure constants (2.26):
Lemma 5.3'. Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov array X with row lengths $k_{N}+1$. Then
(1) fis stably hereditary, irreducible, and with algebraic range $\mathbb{R}$ iff $D_{N} \xrightarrow[N \rightarrow \infty]{ } \infty$ uniformly on compacts in $\mathbb{R} \backslash\{0\}$.
(2) Fix $t>0$. Then $f$ is hereditary and irreducible with algebraic range $t \mathbb{Z}$, iff $\sup _{N} D_{N}(\xi)<\infty$ for $\xi \in \frac{2 \pi}{t} \mathbb{Z}$, and $D_{N}(\xi) \xrightarrow[N \rightarrow \infty]{\longrightarrow} \infty$ for all $\xi \notin \frac{2 \pi}{t} \mathbb{Z}$. In this case f is also stably hereditary.
Proof As in the case of Markov chains, $f$ is non-lattice and irreducible iff its co-range equals $\{0\}$. In this case, $f$ is stably hereditary iff $\sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2} \xrightarrow[N \rightarrow \infty]{\longrightarrow} \infty$ uniformly on compact subsets of $\mathbb{R} \backslash\{0\}$. This proves part (1).

Part (2) is proved similarly, with the additional observation that by Theorem 4.14, in the lattice case, every hereditary additive functional is stably hereditary.

### 5.1.3 Mixing Local Limit Theorems

Let f be an additive functional on a Markov array X with row lengths $k_{N}+1$, and state spaces $\mathfrak{\Im}_{n}^{(N)}$. Let $S_{N}$ and $V_{N}$ be as in the previous section.

Theorem 5.4 (Mixing LLT) Suppose X is uniformly elliptic, and f is irreducible, stably hereditary, and a.s. uniformly bounded. Let $\mathfrak{A}_{N} \subset \mathfrak{S}_{k_{N}+1}^{(N)}$ be measurable events such that $\mathbb{P}\left[X_{k_{N+1}}^{(N)} \in \mathfrak{A}_{N}\right]$ is bounded away from zero. Fix $x_{N} \in \mathbb{S}_{1}^{(N)}$, and let $\phi: \mathbb{R} \rightarrow \mathbb{R}$ be an arbitrary continuous function with compact support.
(1) Non-lattice Case: Suppose $f$ has algebraic range $\mathbb{R}$. Then for every $z_{N}, z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$,

$$
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}\right) \mid X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}, X_{1}^{(N)}=x_{N}\right]=\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \phi(u) \mathrm{d} u
$$

(2) Lattice Case: Suppose $f$ has algebraic range $t \mathbb{Z}(t>0)$ and $\mathbb{P}\left[S_{N} \in \gamma_{N}+t \mathbb{Z}\right]=1$ for all $N$. Then for every $z_{N} \in \gamma_{N}+t \mathbb{Z}$ and $z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$,

$$
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}\right) \mid X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}, X_{1}^{(N)}=x_{N}\right]=\frac{\mathrm{e}^{-z^{2} / 2} t}{\sqrt{2 \pi}} \sum_{u \in \mathbb{Z}} \phi(t u)
$$

To understand what this means, take $\phi \in C_{c}(\mathbb{R})$ such that $\left\|\phi-1_{(a, b)}\right\|_{1} \ll 1$.
Remark. The conditioning on $X_{1}^{(N)}$ can be removed, using Lemma 2.27.
In the next chapter, we will use mixing LLT for irreducible additive functionals to study ordinary LLT for reducible additive functionals. Recall that every reducible additive functional can be put in the form $f=g+\nabla a+h$, where h has summable variance, a is uniformly bounded, and g is irreducible. Assume for simplicity that $\mathrm{h} \equiv 0$. Then $S_{N}(\mathrm{f})=S_{N}(\mathrm{~g})+a_{N+1}\left(X_{N+1}\right)-a_{1}\left(X_{1}\right)$. To pass from the LLT for $S_{N}(\mathrm{~g})$ (which we know since g is irreducible) to the LLT for $S_{N}(\mathrm{f})$ (which we do not know because of the reducibility of f ), we need to understand the joint distribution of $S_{N}(\mathrm{~g}), a_{1}\left(X_{1}\right)$ and $a_{N+1}\left(X_{N+1}\right)$. The mixing LLT helps to do that, since conditioned on $X_{N+1}$ and $X_{1}, S_{N}(\mathrm{f})-S_{N}(\mathrm{~g})$ is a constant.

### 5.2 Proofs

### 5.2.1 Strategy of Proof

Our aim is to find the asymptotic behavior of $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ as $N \rightarrow \infty$, and assuming that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$. We will use Fourier analysis.
(I) Fourier-Analytic Formulation of the LLT. $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ can be written in terms of the characteristic functions $\Phi_{N}(\xi):=\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}}\right)$ as follows:

- In the lattice case, say when $S_{N}$ and $z_{N}$ are integer valued, we write the indicator function $\delta_{0}(m):=1_{\{0\}}(m)$ in the form $\delta_{0}(m):=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} m \xi} \mathrm{~d} \xi(m \in \mathbb{Z})$. So, by Fubini's theorem

$$
\begin{equation*}
\mathbb{P}\left[S_{N}-z_{N}=k\right]=\mathbb{E}\left[\delta_{0}\left(S_{N}-z_{N}-k\right)\right]=\mathbb{E}\left(\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{e}^{\mathrm{i} \xi\left(S_{N}-z_{N}-k\right)} \mathrm{d} \xi\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{e}^{-\mathrm{i} \xi k} \Phi_{N}(\xi) \mathrm{d} \xi, \tag{5.5}
\end{equation*}
$$

- In the non-lattice case, we put the indicator function $\phi_{a, b}=1_{(a, b)}$ in the form

$$
\phi_{a, b}(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} t \xi} \widehat{\phi}_{a, b}(\xi) \mathrm{d} \xi, \text { for } \widehat{\phi}_{a, b}(\xi)=\frac{\mathrm{e}^{-\mathrm{i} a \xi}-\mathrm{e}^{-\mathrm{i} b \xi}}{\mathrm{i} \xi} \text { and } t \neq a, b
$$

(this follows from the identity $\int_{-\infty}^{\infty}\left(\mathrm{e}^{\mathrm{i} p \xi} / \xi\right) \mathrm{d} \xi=\operatorname{sgn}(p) \pi \mathrm{i}$ for $p \in \mathbb{R} \backslash\{0\}$ ). So

$$
\begin{equation*}
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=\mathbb{E}\left[\phi_{a, b}\left(S_{N}-z_{N}\right)\right]=\mathbb{E}\left(\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} \xi\left(S_{N} z_{N}\right)} \widehat{\phi}_{a, b}(\xi) \mathrm{d} \xi\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} \xi z_{N}} \widehat{\phi}_{a, b}(\xi) \Phi_{N}(\xi) \mathrm{d} \xi, \tag{5.6}
\end{equation*}
$$

provided $a, b$ are not atoms of $S_{N}-z_{N}$, for any $N$. (Such $a, b$ are dense in $\mathbb{R}$.)
To analyze these integrals, we need to control $\Phi_{N}(\xi)$ as $N \rightarrow \infty$. The integral (5.6) is much more difficult than (5.5): To understand (5.5) it is sufficient to control $\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}}\right)$ on the compact interval $[-\pi, \pi]$. But to understand (5.6), we must control $\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}}\right)$ on all of $\mathbb{R}$, and it is not sufficient for the error to be small in $L^{\infty}$, it needs to be small in $L^{1}$. Getting such control on all of $\mathbb{R}$ is not easy.

Luckily, there is a way to circumvent this difficulty. As noted by Charles Stone, instead of calculating the asymptotic behavior of (5.6) for the specific function $\phi_{a, b}(t)$, it is sufficient to find the asymptotic behavior of (5.6) for all $L^{1}$ functions $\phi$ whose Fourier transforms $\widehat{\phi}$ have compact supports. We defer the precise statement to §5.2.3. At this point we just want to emphasize that thanks to Stone's trick, (5.6) can be replaced by the integral

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-L}^{L} \mathrm{e}^{-\mathrm{i} \xi z_{N}} \widehat{\phi}(\xi) \Phi_{N}(\xi) \mathrm{d} \xi \tag{5.7}
\end{equation*}
$$

where $[-L, L] \supset \operatorname{supp}(\widehat{\phi})$, and we are back to the problem of estimating $\Phi_{N}(\xi)$ uniformly on compacts.
(II) What Does the CLT Say? In Chapter 3 we proved the CLT, and it is reasonable to ask what does this result say on the integral (5.7).

The answer is that the CLT gives the behavior of the part of the integral (5.7) located within distance $O\left(V_{N}^{-1 / 2}\right)$ from the origin: For every $R$, no matter how large,

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{-R / \sqrt{V_{N}}}^{R / \sqrt{V_{N}}} \mathrm{e}^{-\mathrm{i} \xi z_{N}} \widehat{\phi}(\xi) \Phi_{N}(\xi) \mathrm{d} \xi=\frac{1}{2 \pi \sqrt{V_{N}}} \int_{-R}^{R} \mathrm{e}^{-\frac{\mathrm{i} z_{N} \xi}{\sqrt{V_{N}}}} \widehat{\phi}\left(\frac{\xi}{\sqrt{V_{N}}}\right) \Phi_{N}\left(\frac{\xi}{\sqrt{V_{N}}}\right) \mathrm{d} \xi=\frac{1}{2 \pi \sqrt{V_{N}}} \int_{-R}^{R} \widehat{\phi}\left(\frac{\xi}{\sqrt{V_{N}}}\right) \mathrm{e}^{-\mathrm{i} \xi \frac{z_{N}-\mathbb{B}\left(S_{N}\right)}{\sqrt{V_{N}}}} \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi \frac{S_{N}-\mathbb{B}\left(S_{N}\right)}{\sqrt{V_{N}}}}\right) \mathrm{d} \xi \\
& \stackrel{(1)}{ } \frac{1}{2 \pi \sqrt{V_{N}}} \int_{-R}^{R} \widehat{\phi}(0) \mathrm{e}^{-\mathrm{i} \xi z-\left(\xi^{2} / 2\right)} \mathrm{d} \xi \stackrel{(2)}{=} \frac{\widehat{\phi}(0) \mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}\left(1+O\left(\mathrm{e}^{-R}\right)\right) . \tag{5.8}
\end{align*}
$$

The first marked identity uses the continuity of $\widehat{\phi}$, the assumption $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, the CLT, and the bounded convergence theorem. The second marked identity uses the well-known formula $\int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} \xi z-\xi^{2} / 2} \mathrm{~d} \xi=\sqrt{2 \pi} \mathrm{e}^{-z^{2} / 2}$.

If $\phi$ is close to $1_{(a, b)}$ in $L^{1}$, then $\widehat{\phi}(0)=\int \phi \mathrm{d} x \approx|a-b|$, so $\frac{\widehat{\phi}(0) \mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}} \approx \frac{\mathrm{e}^{-z^{2} / 2}|\mathbb{R}-b|}{\sqrt{2 \pi V_{N}}}$. Therefore (5.8) gives the asymptotic predicted by the LLT.
(III) Showing that the Peripheral Contribution is Negligible. To prove the LLT, it remains to show that the peripheral contribution to (5.7), coming from the integral over $\left\{\xi \in[-L, L]:|\xi|>R V_{N}^{-1 / 2}\right\}$, is negligible, namely, it is $V_{N}^{-1 / 2} o_{R \rightarrow \infty}(1)$. This is the crux of the matter, the central mathematical difficulty in the proof.

Since $\widehat{\phi}$ is bounded, the peripheral contribution is less than a constant times $\int_{R / \sqrt{V_{N}}}^{L}\left|\Phi_{N}(\xi)\right| \mathrm{d} \xi+$ $\int_{-L}^{-R / \sqrt{V_{N}}}\left|\Phi_{N}(\xi)\right| \mathrm{d} \xi$. There are two things to worry about:
(1) The Behavior Close to Zero: $\Phi_{N}(0)=1$, therefore $|\Phi(\xi)|$ must be large on a neighborhood of $\pm R / \sqrt{V_{N}}$.
(2) The Behavior Away from Zero: $\Phi_{N}(\xi)$ could be large away from zero, due to approximate arithmetic structures in the distribution of $S_{N}$. For example, if $1-\epsilon$ of the mass of $S_{N}$ is located within distance $\epsilon$ from a coset of $(2 \pi / \xi) \mathbb{Z}$, then $\left|\Phi_{N}(\xi)\right|=1-O(\epsilon)$.

We address these issues using two key estimates. The first, Proposition 5.7, says that for some positive constants $c_{1}, c_{2}$,

$$
\begin{equation*}
\left|\Phi_{N}(\xi)\right| \leq c_{1} \exp \left[-c_{2} D_{N}(\xi)\right] \tag{5.9}
\end{equation*}
$$

where $D_{N}(\xi)$ are the structure constants from (2.26). The second, Corollary 5.10 , says that if $\left|\Phi_{N}(\xi)\right|$ is large at some value $\widetilde{\xi}_{N}$ then $\left|\Phi_{N}\left(\widetilde{\xi}_{N}+t\right)\right|$ drops very fast to zero as $t$ moves away from zero. For example, in the special case $\widetilde{\xi}_{N}=0$, Cor. 5.10 says that $\exists \widetilde{\delta}, \widehat{\varepsilon}, \widetilde{C}>0$ such that for every $N$,

$$
\begin{equation*}
\left|\Phi_{N}(\xi)\right| \leq \widetilde{C} \mathrm{e}^{-\widetilde{\varepsilon} V_{N} \xi^{2}} \quad(|\xi|<\widetilde{\delta}) \tag{5.10}
\end{equation*}
$$

In particular, $\int_{-\widetilde{\delta}}^{-R / \sqrt{V_{N}}}\left|\Phi_{N}(t)\right| \mathrm{d} t+\int_{R / \sqrt{V_{N}}}^{\widetilde{\delta}}\left|\Phi_{N}(t)\right| \mathrm{d} t=V_{N}^{-1 / 2} o_{R \rightarrow \infty}(1)$, which takes care of the peripheral behavior near zero.

Corollary 5.10 also leads to the crucial estimate (5.30): $\exists \widetilde{\delta}_{0}>0$ so that for each interval $I$ of length at most $\widetilde{\delta}_{0}$, if $A_{N}(I):=\left|\log \left\|\Phi_{N}\right\|_{L^{\infty}(I)}\right|$, then

$$
\begin{equation*}
\left\|\Phi_{N}\right\|_{L^{1}(I)} \leq \frac{\text { const. }}{\sqrt{V_{N} A_{N}}} \tag{5.11}
\end{equation*}
$$

Note that by (5.9), $A_{N}(I) \geq$ const $\sup _{\xi \in I} D_{N}(\xi)-$ const.
For uniformly elliptic Markov chains (and stably hereditary arrays), $D_{N}(\xi) \rightarrow \infty$ uniformly on compacts outside the co-range of $(\mathrm{X}, \mathrm{f})$. So for any closed interval $I$ of length at most $\widetilde{\delta}_{0}$ outside $H(\mathrm{X}, \mathrm{f}), A_{N}(I) \rightarrow \infty$, and the right-hand-side of $(5.11)$ is $V_{N}^{-1 / 2} o(1)$. This takes care of the behavior away from $H(\mathrm{X}, \mathrm{f})$.

We now employ the assumption that ( $\mathrm{X}, \mathrm{f}$ ) is irreducible: In the non-lattice case $H(\mathrm{X}, \mathrm{f})=\{0\}$; in the lattice case, when the algebraic range is $\mathbb{Z}, H(\mathrm{X}, \mathrm{f})=2 \pi \mathbb{Z}$ - but the domain of integration in (5.5) is [ $-\pi, \pi$ ]. In both cases there can be no problematic $\xi$, except for $\xi=0$, with which we have already dealt.
Standing Assumptions and Notation for the Remainder of the Chapter: We fix an additive functional $\mathrm{f}=\left\{f_{n}^{(N)}\right\}$ on a Markov array $\mathrm{X}=\left\{X_{n}^{(N)}\right\}$ with row lengths $k_{N}+1$, state spaces $\mathfrak{\Im}_{n}^{(N)}$, and transition probabilities $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)$.

We assume throughout that ess sup $|\mathrm{f}|<K<\infty$, and that X is uniformly elliptic with ellipticity constant $\epsilon_{0}$.
Recall that this means that $\pi_{n, n+1}^{(N)}(x, \mathrm{~d} y)=p_{n}^{(N)}(x, y) \mu_{n+1}^{(N)}(\mathrm{d} y)$, where

$$
0 \leq p_{n}^{(N)}(x, y)<\epsilon_{0}^{-1} \text { and } \int p_{n}^{(N)}(x, y) p_{n+1}^{(N)}(y, z) \mu_{n+1}^{(N)}(\mathrm{d} y)>\epsilon_{0}
$$

There is no loss of generality in assuming that $\mu_{k}^{(N)}(E)=\mathbb{P}\left(X_{k}^{(N)} \in E\right)$ for $k \geq 3$, see Corollary 2.9.

### 5.2.2 Characteristic Function Estimates

It is convenient to use the characteristic functions of $S_{N}$ conditioned on $X_{1}$ :

$$
\begin{aligned}
\Phi_{N}(x, \xi) & :=\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}}\right) \equiv \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} \mid X_{1}^{(N)}=x\right) \\
\Phi_{N}(x, \xi \mid \mathfrak{A}) & =\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} \mid X_{k_{N}+1}^{(N)} \in \mathfrak{A}, X_{1}^{(N)}=x\right):=\frac{\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} 1_{\mathfrak{A}}\left(X_{k_{N}+1}^{(N)}\right)\right)}{\mathbb{P}_{x}\left(X_{k_{N+1}}^{(N)} \in \mathfrak{A}_{k_{N}+1}^{(N)}\right)} .
\end{aligned}
$$

Here $x \in \mathbb{S}_{1}^{(N)}, \xi \in \mathbb{R}, \mathbb{E}_{x}(\cdot)=\mathbb{E}\left(\cdot \mid X_{1}^{(N)}=x\right)$, and $\mathfrak{A} \subset \mathbb{S}_{k_{N}+1}^{(N)}$ are measurable.
We write these functions in terms of Nagaev's perturbation operators: $\mathcal{L}_{n, \xi}^{(N)}: L^{\infty}\left(\mathfrak{S}_{n+1}^{(N)}\right) \rightarrow L^{\infty}\left(\mathfrak{S}_{n}^{(N)}\right)$, defined for $1 \leq n \leq k_{N}$ and $N \in \mathbb{N}$, by

$$
\left(\mathcal{L}_{n, \xi}^{(N)} v\right)(x):=\int_{\mathscr{E}_{n+1}^{(N)}} p_{n}^{(N)}(x, y) \mathrm{e}^{\mathrm{i} \xi f_{n}^{(N)}(x, y)} v(y) \mu_{n+1}^{(N)}(\mathrm{d} y) \equiv \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)} v\left(X_{n+1}^{(N)}\right) \mid X_{n}^{(N)}=x\right)
$$

Lemma 5.5 (Nagaev) Let $1(\cdot) \equiv 1$, then the following identities hold:

$$
\begin{align*}
& \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} v\left(X_{k_{N}+1}^{(N)}\right) \mid X_{1}^{(N)}=x\right)=\left(\mathcal{L}_{1, \xi}^{(N)} \mathcal{L}_{2, \xi}^{(N)} \cdots \mathcal{L}_{k_{N}, \xi}^{(N)} v\right)(x),  \tag{5.12}\\
& \Phi_{N}(x, \xi)=\left(\mathcal{L}_{1, \xi}^{(N)} \mathcal{L}_{2, \xi}^{(N)} \cdots \mathcal{L}_{k_{N}, \xi}^{(N)} 1\right)(x),  \tag{5.13}\\
& \Phi_{N}(x, \xi \mid \mathfrak{H})=\frac{\left(\mathcal{L}_{1, \xi}^{(N)} \mathcal{L}_{2, \xi}^{(N)} \cdots \mathcal{L}_{N, \xi}^{(N)} 1_{\mathfrak{A}}\right)(x)}{\mathbb{P}_{x}\left[X_{k_{N}+1}^{(N)} \in \mathfrak{H}\right]} . \tag{5.14}
\end{align*}
$$

Proof $\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} v\left(X_{k_{N}+1}^{(N)}\right) \mid X_{1}^{(N)}=x\right)=\mathbb{E}\left[\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} v\left(X_{k_{N}+1}^{(N)}\right) \mid X_{1}^{(N)}, X_{2}^{(N)}\right) \mid X_{1}^{(N)}=x\right]$

$$
=\int p_{1}^{(N)}(x, y) \mathrm{e}^{\mathrm{i} \xi f_{1}^{(N)}(x, y)} \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi \sum_{n=2}^{k_{N}} f_{n}^{(N)}} v \mid X_{2}^{(N)}=y\right) \mu_{2}^{(N)}(\mathrm{d} y)
$$

Proceeding by induction, we obtain (5.12), and (5.12) implies (5.13) and (5.14).
Let $\|\cdot\|$ denote the operator norm, i.e. $\left\|\mathcal{L}_{n, \xi}^{(N)}\right\|=\sup \left\{\left\|\mathcal{L}_{n, \xi}^{(N)} v\right\|_{\infty}:\|v\|_{\infty} \leq 1\right\}$.
Lemma $5.6\left\|\mathcal{L}_{n, \xi}^{(N)}\right\| \leq 1$, and there is a positive constant $\widetilde{\varepsilon}$ which only depends on $\epsilon_{0}$ such that for all $N \geq 1$ and $5 \leq n \leq k_{N}$,

$$
\left\|\mathcal{L}_{n-4, \xi}^{(N)} \mathcal{L}_{n-3, \xi}^{(N)} \mathcal{L}_{n-2, \xi}^{(N)} \mathcal{L}_{n-1, \xi}^{(N)} \mathcal{L}_{n, \xi}^{(N)}\right\| \leq \mathrm{e}^{-\widetilde{\varepsilon} d_{n}^{(N)}(\xi)^{2}}
$$

Proof It is clear that $\left\|\mathcal{L}_{n, \xi}^{(N)}\right\| \leq 1$. We will present the operator $\mathcal{L}^{(N)}:=\mathcal{L}_{n-4, \xi}^{(N)} \mathcal{L}_{n-3, \xi}^{(N)} \mathcal{L}_{n-2, \xi}^{(N)} \mathcal{L}_{n-1, \xi}^{(N)} \mathcal{L}_{n, \xi}^{(N)}$ as an integral operator, and study the kernel.

Henceforth we fix $N$, and drop the superscripts ${ }^{(N)}$. The variables $x_{i}, z_{i}$ will always denote points in $\mathfrak{S}_{i}=\mathfrak{\Im}_{i}^{(N)}$, and $\int \varphi\left(z_{i}\right) \mathrm{d} z_{i}:=\int_{\Im_{i}} \varphi\left(z_{i}\right) \mu_{i}^{(N)}\left(\mathrm{d} z_{i}\right)$. Let
$p\left(x_{k}, \ldots, x_{m}\right):=\prod_{i=k}^{m-1} p_{i}\left(x_{i}, x_{i+1}\right), f\left(x_{k}, \ldots, x_{m}\right):=\sum_{i=k}^{m-1} f_{i}\left(x_{i}, x_{i+1}\right)$, and $L\left(x_{n-4}, z_{n+1}\right):=\iiint \int p\left(x_{n-4}, z_{n-3}, \ldots, z_{n+1}\right) \mathrm{e}^{\mathrm{i} \xi f\left(x_{n-4}, z_{n-3}, \ldots, z_{n+1}\right)} \mathrm{d} z_{n-3} \cdots \mathrm{~d} z_{n}$.

Then $(\mathcal{L} v)\left(x_{n-4}\right)=\int\left[L\left(x_{n-4}, z_{n+1}\right) v\left(z_{n+1}\right)\right] \mathrm{d} z_{n+1}$, and it follows that

$$
\begin{align*}
& \|\mathcal{L} v\|_{\infty} \leq\|v\|_{\infty} \sup _{x_{n-4} \in \mathbb{S}_{n-4}} \int\left|L\left(x_{n-4}, z_{n+1}\right)\right| \mathrm{d} z_{n+1}  \tag{5.15}\\
& \leq\|v\|_{\infty} \sup _{x_{n-4} \in \mathbb{ভ}_{n-4}} \iint \mathrm{~d} z_{n-2} \mathrm{~d} z_{n+1}\left[\left|K_{n}\left(z_{n-2}, z_{n+1}\right)\right| \times \int p\left(x_{n-4}, z_{n-3}, z_{n-2}\right) \mathrm{d} z_{n-3}\right] \tag{5.16}
\end{align*}
$$

where $K_{n}\left(z_{n-2}, z_{n+1}\right):=\iint p\left(z_{n-2}, z_{n-1}, z_{n}, z_{n+1}\right) \mathrm{e}^{\mathrm{i} \xi f\left(z_{n-2}, z_{n-1}, z_{n}, z_{n+1}\right)} \mathrm{d} z_{n-1} \mathrm{~d} z_{n}$.
CLAIM: Let $p\left(z_{n-2} \rightarrow z_{n+1}\right):=\iint p\left(z_{n-2}, z_{n-1}, z_{n}, z_{n+1}\right) \mathrm{d} z_{n-1} \mathrm{~d} z_{n}$, then
$\left.\left.\left|K_{n}\left(z_{n-2}, z_{n-1}\right)\right| \leq p\left(z_{n-2} \rightarrow z_{n+1}\right)-\frac{1}{4} p\left(z_{n-2} \rightarrow z_{n+1}\right) \mathbb{E}\left(\left\lvert\, \mathrm{e}^{\mathrm{i} \xi \Gamma\left(X_{n-2}\right.} \begin{array}{ccc}X_{n-1} & X_{n} & Y_{n+1}\end{array}\right.\right)-\left.1\right|^{2} \right\rvert\, \begin{array}{l}X_{n-2}=Y_{n-2}=z_{n-2} \\ X_{n+1}=Y_{n+1}=z_{n+1}\end{array}\right)$,
where $\left\{Y_{n}\right\}$ is an independent copy of $\left\{X_{n}\right\}$ and $\Gamma$ is the balance (2.25).
Proof of the Claim. Set $\widetilde{K}_{n}\left(z_{n-2}, z_{n+1}\right):=\frac{K_{n}\left(z_{n-2}, z_{n+1}\right)}{p\left(z_{n-2} \rightarrow z_{n+1}\right)}$.
Looking at identity (2.20) for the bridge probabilities $\mathbb{P}\left(\cdot \mid X_{n-2}=z_{n-2}, X_{n+1}=z_{n+1}\right)$, we find that

$$
\widetilde{K}_{n}\left(z_{n-2}, z_{n+1}\right) \equiv \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi \sum_{k=n-2}^{n} f_{k}\left(X_{k}, X_{k+1}\right)} \left\lvert\, \begin{array}{l}
X_{n-2}=z_{n-2} \\
X_{n+1}=z_{n+1}
\end{array}\right.\right), \quad \widetilde{K}_{n}\left(z_{n-2}, z_{n+1}\right) \equiv \mathbb{E}\left(\mathrm{e}^{-\mathrm{i} \xi \sum_{k=n-2}^{n} f_{k}\left(Y_{k}, Y_{k+1}\right)} \left\lvert\, \begin{array}{l}
Y_{n-2}=z_{n-2} \\
Y_{n+1}=z_{n+1}
\end{array}\right.\right)
$$

If $X_{n-2}=Y_{n-2}$ and $X_{n+1}=Y_{n+1}$, then

$$
\left.\mathrm{e}^{\mathrm{i} \xi \sum_{k=n-2}^{n} f_{k}\left(X_{k}, X_{k+1}\right)} \mathrm{e}^{-\mathrm{i} \xi \sum_{k=n-2}^{n} f_{k}\left(Y_{k}, Y_{k+1}\right)}=\mathrm{e}^{\mathrm{i} \xi \Gamma\left(X_{n-2} Y_{n-1} Y_{n-1} X_{n}\right.} Y_{n} X_{n+1}\right) .
$$

Multiplying the identities for $\widetilde{K}_{n}$ and $\widetilde{\widetilde{K}}_{n}$, denoting $P:=\left(\begin{array}{cc}X_{n-1}, & X_{n} \\ X_{n-2} Y_{n-1} & Y_{n}\end{array} X_{n+1}\right)$ and recalling that $\mathrm{X}, \mathrm{Y}$ are independent copies, we arrive at the following consequence:

$$
\begin{aligned}
& \left|\widetilde{K}_{n}\left(z_{n-2}, z_{n+1}\right)\right|^{2}=\mathbb{E}\left(\left.\mathrm{e}^{\mathrm{i} \xi \Gamma\left(\begin{array}{lll}
X_{n-2} Y_{n-1} Y_{n-1} Y_{n} & Y_{n} \\
X_{n+1}
\end{array}\right)} \right\rvert\, \begin{array}{l}
X_{n-2}=Y_{n-2}=z_{n-2} \\
X_{n+1}=Y_{n+1}=z_{n+1}
\end{array}\right)=\mathbb{E}\left(\cos (\xi \Gamma(P)) \left\lvert\, \begin{array}{l}
X_{n-2}=Y_{n-2}=z_{n-2} \\
X_{n+1}=Y_{n+1}=z_{n+1}
\end{array}\right.\right) \\
& =1-\frac{1}{2} \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2} \left\lvert\, \begin{array}{l}
X_{n-2}=Y_{n-2}=z_{n-2} \\
X_{n+1}=Y_{n+1}=z_{n+1}
\end{array}\right.\right), \quad \text { because } \cos \alpha=1-\frac{1}{2}\left|\mathrm{e}^{\mathrm{i} \alpha}-1\right|^{2} .
\end{aligned}
$$

Since $\sqrt{1-t} \leq 1-\frac{t}{2}$ for all $0 \leq t \leq 1$, (5.17) follows.
Now that we proved the claim, we substitute (5.17) in (5.16). The result is a bound of the form $\int\left|L\left(x_{n-4}, z_{n+1}\right)\right| \mathrm{d} z_{n+1} \leq$ I - II, where

$$
\begin{aligned}
& \mathrm{I}:=\iint \mathrm{d} z_{n-2} \mathrm{~d} z_{n+1}\left[p\left(z_{n-2} \rightarrow z_{n+1}\right) \int p\left(x_{n-4}, z_{n-3}, z_{n-2}\right) \mathrm{d} z_{n-3}\right] \\
& \equiv \int \cdots \int p\left(x_{n-4}, z_{n-3}, z_{n-2}, z_{n-1}, z_{n}, z_{n+1}\right) \mathrm{d} z_{n+1} \mathrm{~d} z_{n} \mathrm{~d} z_{n-1} \mathrm{~d} z_{n-2} \mathrm{~d} z_{n-3} \\
& \mathrm{II}:=\frac{1}{4} \iint \mathrm{~d} z_{n-2} \mathrm{~d} z_{n+1}\left[p\left(z_{n-2} \rightarrow z_{n+1}\right) \times \int p\left(x_{n-4}, z_{n-3}, z_{n-2}\right) \mathrm{d} z_{n-3} \times\right. \\
&\left.\times \mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma\left(X_{n-2} X_{n-1} Y_{n-1} Y_{n} Y_{n+1}\right)}-1\right|^{2} \left\lvert\, \begin{array}{l}
X_{n-2}=Y_{n-2}=z_{n-2} \\
X_{n+1}=Y_{n+1}=z_{n+1}
\end{array}\right.\right)\right] .
\end{aligned}
$$

Clearly $\mathrm{I}=1$. We will now show that $\mathrm{II} \geq$ const. $d_{n}^{(N)}(\xi)^{2}$.
First, $p\left(z_{n-2} \rightarrow z_{n+1}\right) \geq \epsilon_{0}$ by (2.19), and $\int p\left(x_{n-4}, z_{n-3}, z_{n-2}\right) \mathrm{d} z_{n-3} \geq \epsilon_{0}$ by uniform ellipticity. So

$$
\mathrm{II} \geq \frac{\epsilon_{0}^{2}}{4} \iint \mathbb{E}\left(\left.\left|\mathrm{e}^{\mathrm{i} \xi \Gamma\left(\begin{array}{lll}
X_{n-2} & X_{n-1}^{n-1} & X_{n} \\
Y_{n}
\end{array} X_{n+1}\right)}-1\right|^{2} \right\rvert\, \begin{array}{l}
X_{n-2}=Y_{n-2}=z_{n-2} \\
X_{n+1}=Y_{n+1}=z_{n+1}
\end{array}\right) \mathrm{d} z_{n-2} \mathrm{~d} z_{n+1}
$$

Recalling the definitions of the bridge probabilities, we obtain the following:

$$
\begin{aligned}
& \mathrm{II} \geq \frac{\epsilon_{0}^{2}}{4} \iiint \iiint\left|\mathrm{e}^{\mathrm{i} \xi \Gamma\left(z_{n-2} \begin{array}{l}
x_{n-1} y_{n-1} x_{n} \\
y_{n}
\end{array} z_{n+1}\right)}-1\right|^{2} \frac{p\left(z_{n-2}, x_{n-1}, x_{n}, z_{n+1}\right) \mathrm{d} x_{n-1} \mathrm{~d} x_{n}}{p\left(z_{n-2} \rightarrow z_{n+1}\right)} \frac{p\left(z_{n-2}, y_{n-1}, y_{n}, z_{n+1}\right) \mathrm{d} y_{n-1} \mathrm{~d} y_{n}}{p\left(z_{n-2} \rightarrow z_{n+1}\right)} \mathrm{d} z_{n-2} \mathrm{~d} z_{n+1} \\
& \quad \stackrel{(2.23)}{\equiv} \frac{\epsilon_{0}^{2}}{4} \int_{\text {Hex }(N, n)}\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2} m_{\text {Hex }}^{\prime}(\mathrm{d} P) \stackrel{(2.24)}{\geq} \frac{\epsilon_{0}^{6}}{4} \int_{\text {Hex }(N, n)}\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2} m_{\text {Hex }}(\mathrm{d} P), \geq \frac{\epsilon_{0}^{6}}{4} d_{n}^{(N)}(\xi)^{2} .
\end{aligned}
$$

In summary, $\int\left|L\left(x_{n-4}, z_{n+1}\right)\right| \mathrm{d} z_{n+1} \leq \mathrm{I}-\mathrm{II} \leq 1-\frac{1}{4} \epsilon_{0}^{6} d_{n}^{(N)}(\xi)^{2}$. By (5.15), $\|\mathcal{L}\| \leq 1-\tilde{\epsilon} d_{n}^{(N)}(\xi)^{2}$, where $\widetilde{\epsilon}:=\frac{1}{4} \epsilon_{0}^{6}$. Since $1-t \leq \mathrm{e}^{-t}$, we are done.
Proposition 5.7 Let $\widetilde{\varepsilon}>0$ be the constant in Lemma 5.6.
(1) $\exists C>0$ independent of $N$ such that for all $N$,

$$
\begin{equation*}
\left|\Phi_{N}(x, \xi)\right| \leq C \mathrm{e}^{-\frac{1}{5} \widetilde{\varepsilon} D_{N}(\xi)} \tag{5.18}
\end{equation*}
$$

(2) $\forall \bar{\delta}>0 \exists C(\bar{\delta})>0$ such that if $\mathbb{P}\left[X_{k_{N}+1}^{(N)} \in \mathfrak{A}\right] \geq \bar{\delta}$, then

$$
\begin{equation*}
\left|\Phi_{N}(x, \xi \mid \mathfrak{H})\right| \leq C(\bar{\delta}) \mathrm{e}^{-\frac{1}{5} \widetilde{\varepsilon} D_{N}(\xi)} \tag{5.19}
\end{equation*}
$$

Proof $D_{N}(\xi) \equiv \sum_{n=3}^{k_{N}} d_{n}^{(N)}(\xi)^{2}=\sum_{j=0}^{4} D_{j, N}$, where $D_{j, N}(\xi)=\sum_{\substack{3 \leq n \leq k_{N} \\ n \equiv j \bmod 5}} d_{n}^{(N)}(\xi)^{2}$. Applying Lemma 5.6 iteratively, we obtain $\left|\Phi_{N}(x, \xi)\right| \leq C \mathrm{e}^{-\widetilde{\varepsilon} \max \left(D_{0, N}, \ldots, D_{4, N}\right)} \leq C \mathrm{e}^{-\frac{1}{5} \widetilde{\varepsilon} D_{N}(\xi)}$, whence (5.18).

If $\mathbb{P}\left(X_{k_{N}+1}^{(N)} \in \mathfrak{A}\right) \geq \bar{\delta}$ then $\left|\Phi_{N}(x, \xi \mid \mathfrak{A})\right| \leq \bar{\delta}^{-1}\left\|\mathcal{L}_{1, \xi}^{(N)} \mathcal{L}_{2, \xi}^{(N)} \ldots \mathcal{L}_{k_{N}, \xi}^{(N)} 1_{\mathfrak{A}}\right\|_{\infty}$, see (5.14). Continuing as before, we obtain (5.19).

The next result says that if $u_{n}^{(N)}$ is big, then $d_{n}^{N}(\cdot)$ cannot be small at two nearby points. Recall the standing assumption ess sup $\left\|f_{n}^{(N)}\right\|_{\infty} \leq K$.
Lemma 5.8 $\exists \widetilde{\delta}=\widetilde{\delta}(K)>0$ such that if $|\delta| \leq \widetilde{\delta}$, then for all $3 \leq n \leq k_{N}$,

$$
\begin{equation*}
d_{n}^{(N)}(\xi+\delta)^{2} \geq \frac{2}{3} \delta^{2}\left(u_{n}^{(N)}\right)^{2}-2|\delta| u_{n}^{(N)} d_{n}^{(N)}(\xi) \tag{5.20}
\end{equation*}
$$

Proof Fix a hexagon $P \in \operatorname{Hex}(N, n)$, and let $\mathfrak{u}_{n}:=\Gamma(P)$ and $\mathfrak{D}_{n}(\xi):=\left|\mathrm{e}^{\mathrm{i} \xi \mathfrak{u}_{n}}-1\right|$.

$$
\begin{align*}
& \mathfrak{D}_{n}^{2}(\xi+\delta)=\left|\mathrm{e}^{\mathrm{i}(\xi+\delta) \mathfrak{u}_{n}}-1\right|^{2}=2\left[1-\cos \left((\xi+\delta) \mathfrak{u}_{n}\right)\right]=2\left[1-\cos \left(\xi \mathfrak{u}_{n}\right) \cos \left(\delta \mathfrak{u}_{n}\right)+\sin \left(\xi \mathfrak{u}_{n}\right) \sin \left(\delta \mathfrak{u}_{n}\right)\right] \\
& \quad=2\left[\left(1-\cos \left(\xi \mathfrak{u}_{n}\right)\right) \cos \left(\delta \mathfrak{u}_{n}\right)+\left(1-\cos \left(\delta \mathfrak{u}_{n}\right)\right)+\sin \left(\xi \mathfrak{u}_{n}\right) \sin \left(\delta \mathfrak{u}_{n}\right)\right] \tag{5.21}
\end{align*}
$$

Suppose $|\delta|<\widetilde{\delta}<\frac{\pi}{12 K}$, then $\left|\delta \mathfrak{u}_{n}\right|<\frac{\pi}{2}$, so $\cos \left(\delta \mathfrak{u}_{n}\right) \geq 0$. Make $\widetilde{\delta}$ even smaller to guarantee that $0 \leq|t| \leq$ $6 K \widetilde{\delta} \Rightarrow \frac{1}{3} t^{2} \leq 1-\cos t \leq t^{2}$. Then,

$$
\begin{aligned}
\grave{\mathrm{D}}_{n}^{2}(\xi+\delta) & \geq 2\left[\left(1-\cos \left(\delta \mathfrak{u}_{n}\right)\right)-\left|\sin \left(\xi \mathfrak{u}_{n}\right) \sin \left(\delta \mathfrak{u}_{n}\right)\right|\right] \geq 2\left(\frac{1}{3} \delta^{2} \mathfrak{u}_{n}^{2}-\left|\delta \mathfrak{u}_{n}\right| \sqrt{1-\cos ^{2}\left(\xi \mathfrak{u}_{n}\right)}\right) \\
& =2\left(\frac{1}{3} \delta^{2} \mathfrak{u}_{n}^{2}-\left|\delta \mathfrak{u}_{n}\right| \sqrt{\left(1-\cos \left(\xi \mathfrak{u}_{n}\right)\right)\left(1+\cos \left(\xi \mathfrak{u}_{n}\right)\right)}\right) \geq 2\left(\frac{1}{3} \delta^{2} \mathfrak{u}_{n}^{2}-\left|\delta \mathfrak{u}_{n}\right| \sqrt{2\left(1-\cos \left(\xi \mathfrak{u}_{n}\right)\right)}\right) \\
& =\frac{2}{3} \delta^{2} \mathfrak{u}_{n}^{2}-2\left|\delta \mathfrak{u}_{n}\right|\left|\mathrm{e}^{\mathrm{i} \xi \mathfrak{u}_{n}}-1\right| \geq \frac{2}{3} \delta^{2} \mathfrak{u}_{n}^{2}-2\left|\delta \mathfrak{u}_{n}\right| \mathrm{D}_{n}(\xi) .
\end{aligned}
$$

Integrating on $P \in \operatorname{Hex}(N, n)$, and using the Cauchy-Schwarz inequality to estimate the second term, gives the result.

Proposition 5.9 Let $\widetilde{\delta}$ be the constant from Lemma 5.8. There are $\widehat{\varepsilon}, \widehat{c}, C, M>0$, which only depend on $\epsilon_{0}$ and $K$, such that if $V_{N}>M$, then for all $\xi$ and $|\delta|<\widetilde{\delta}$

$$
\begin{equation*}
\left|\Phi_{N}(x, \xi+\delta)\right| \leq C \exp \left(-\widehat{\varepsilon} V_{N} \delta^{2}+\widehat{c}|\delta| \sqrt{V_{N} D_{N}(\xi)}\right) \tag{5.22}
\end{equation*}
$$

Proof $U_{n} \equiv \sum_{k=3}^{k_{N}}\left(u_{k}^{(N)}\right)^{2}$. By Lemma 5.8 and the Cauchy-Schwarz inequality, $D_{N}(\xi+\delta) \geq \frac{2}{3} \delta^{2} U_{N}-2|\delta| \sqrt{U_{N} D_{N}(\xi)}$.
Theorem 3.6 says that there are two constants $C_{1}, C_{2}$ which only depend on $\epsilon_{0}$ and $K$ such that $C_{1}^{-1} U_{N}-C_{2} \leq$ $V_{N} \leq C_{1} U_{N}+C_{2}$. This implies that $V_{N}>2 C_{2} \Longrightarrow \frac{U_{N}}{2 C_{1}} \leq V_{N} \leq 2 C_{1} U_{N}$. Thus there are constants $\widehat{\varepsilon}_{1}, \widehat{c}_{1}>0$, which only depend on $\epsilon_{0}$ and $K$, such that for all $N$ such that $V_{N}>2 C_{2}, D_{N}(\xi+\delta) \geq \widehat{\varepsilon}_{1} \delta^{2} V_{N}-\widehat{c}_{1}|\delta| \sqrt{V_{N} D_{N}(\xi)}$. The proposition now follows from (5.18).

Given a compact interval $I \subset \mathbb{R}$, let

$$
\begin{equation*}
A_{N}(I):=-\log \sup \left\{\left|\Phi_{N}(x, \xi)\right|:(x, \xi) \in \mathbb{S}_{1}^{(N)} \times I\right\} \tag{5.23}
\end{equation*}
$$

Now choose some pair $\left(\widetilde{x}_{N}, \widetilde{\xi}_{N}\right) \in \mathfrak{G}_{1}^{(N)} \times I$ such that $A_{N}(I) \leq-\log \left|\Phi_{N}\left(\widetilde{x}_{N}, \widetilde{\xi}_{N}\right)\right| \leq A_{N}(I)+\ln 2$.
So $\left|\Phi\left(\widetilde{x}_{N}, \widetilde{\xi}_{N}\right)\right| \geq \frac{1}{2} \mathrm{e}^{-A_{N}(I)}=\frac{1}{2} \sup \left|\Phi_{N}(\cdot, \cdot)\right|$ on $\Im_{1}^{(N)} \times I$. Then:
Corollary 5.10 For each $\bar{\delta}$ there are constants $\widetilde{C}, \widehat{\varepsilon}, \bar{c}>0$ which only depend on $\epsilon_{0}$ and $K$, such that for every compact interval I with length $|I| \leq \widetilde{\delta}$, for every measurable set $\mathfrak{A} \subset \mathcal{S}_{k_{N}+1}^{(N)}$ with measure $\mu_{k_{N}+1}^{(N)}(\mathfrak{H}) \geq \bar{\delta}$, for every $(x, \xi) \in \mathfrak{S}_{1}^{(N)} \times I$, and for all $N$,

$$
\begin{aligned}
& \left|\Phi_{N}(x, \xi)\right| \leq \widetilde{C} \exp \left(-\widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}+\bar{c}\left|\xi-\widetilde{\xi}_{N}\right| \sqrt{V_{N} A_{N}(I)}\right) \\
& \left|\Phi_{N}(x, \xi \mid \mathfrak{H})\right| \leq \widetilde{C} \exp \left(-\widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}+\bar{c}\left|\xi-\widetilde{\xi}_{N}\right| \sqrt{V_{N} A_{N}(I)}\right)
\end{aligned}
$$

Proof Let $\widetilde{\delta}$ be the constant from Lemma 5.8. Let $I$ be an interval such that $|I| \leq \widetilde{\delta}$, and fix some $(x, \xi) \in \mathfrak{S}_{1}^{(N)} \times I$. Choose ( $\widetilde{x}_{N}, \widetilde{\xi}_{N}$ ) as above.
$\operatorname{By}(5.18), \mathrm{e}^{-A_{N}(I)} \leq 2\left|\Phi_{N}\left(\widetilde{x}_{N}, \widetilde{\xi}_{N}\right)\right| \leq$ const. $\mathrm{e}^{-\frac{1}{5} \widetilde{\varepsilon} D_{N}\left(\widetilde{\xi}_{N}\right)}$, therefore there is a global constant $C^{\prime}$ such that $D_{N}(\widetilde{\xi}) \leq C^{\prime} A_{N}(I)+C^{\prime}$.

Fix $M, C, \widehat{\varepsilon}$ and $\widehat{c}$ as in Proposition 5.9. Let $\alpha:=\max \left\{1, M \widetilde{\delta}^{2}, 2 C^{\prime}(2 \widehat{c} / \widehat{\varepsilon})^{2}\right\}$.
Suppose first that $V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2} \leq \alpha .\left|\Phi_{N}(x, \xi)\right|$ and $\left|\Phi_{N}(x, \xi \mid \mathfrak{A})\right|$ are less than or equal to 1 , and $\exp \left(-\widehat{\varepsilon} V_{N}(\xi-\right.$ $\left.\left.\widetilde{\xi}_{N}\right)^{2}\right) \geq \exp (-\widehat{\varepsilon} \alpha)$. Therefore the corollary holds with any $\widehat{\varepsilon}, \bar{c}, \widetilde{C}>0$ such that $\widetilde{C}>\exp (\widehat{\varepsilon} \alpha)$.

Suppose now that $V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}>\alpha$. Since $\left|\xi-\widetilde{\xi}_{N}\right| \leq \widetilde{\delta}, V_{N} \geq M$, and (5.22) holds. (5.22) with $\widetilde{\xi}_{N}$ instead of $\xi$ and with $\delta:=\xi-\widetilde{\xi}_{N}$ says that $\left|\Phi_{N}(x, \xi)\right| \leq C \exp \left(-\widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}+\widehat{c}\left|\widetilde{\xi}_{N}-\xi\right| \sqrt{V_{N} D_{N}\left(\widetilde{\xi}_{N}\right)}\right)$.

- If $A_{N}(I)>1$, then $D_{N}(\widetilde{\xi}) \leq C^{\prime} A_{N}(I)+C^{\prime} \leq 2 C^{\prime} A_{N}(I)$, and

$$
\left|\Phi_{N}(x, \xi)\right| \leq C \exp \left(-\widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}+\widehat{c} \sqrt{2 C^{\prime}}\left|\widetilde{\xi}_{N}-\xi\right| \sqrt{V_{N} A_{N}(I)}\right)
$$

- If $A_{N}(I) \leq 1$, then $D_{N}\left(\widetilde{\xi}_{N}\right) \leq 2 C^{\prime}$, and

$$
\begin{aligned}
& \left|\Phi_{N}(x, \xi)\right| \leq C \exp \left(-\widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}+\widehat{c} \sqrt{2 C^{\prime}}\left|\widetilde{\xi}_{N}-\xi\right| \sqrt{V_{N}}\right) \\
& \leq C \exp \left(-\widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}+\widehat{c} \sqrt{2 C^{\prime}} \frac{V_{N}\left(\widetilde{\xi}_{N}-\xi\right)^{2}}{\sqrt{\alpha}}\right), \quad \because \sqrt{V_{N}\left(\widetilde{\xi}_{N}-\xi\right)^{2}} \geq \sqrt{\alpha} \\
& \leq C \exp \left(-\frac{1}{2} \widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}\right)^{2}\right), \quad \because \alpha \geq 2 C^{\prime}(2 \widehat{c} / \widehat{\varepsilon})^{2}
\end{aligned}
$$

Thus the corollary holds with $\frac{1}{2} \widehat{\varepsilon}$ replacing $\widehat{\varepsilon}, \bar{c}:=\widehat{c} \sqrt{2 C_{1}}$, and $\widetilde{C}:=C \mathrm{e}^{\widehat{\varepsilon} \alpha}$. The second estimate has a similar proof.

### 5.2.3 The LLT via Weak Convergence of Measures

In this section we give the mathematical background needed to justify Stone's trick from §5.2.1. Let $C_{c}(\mathbb{R})$ denote the space of real-valued continuous functions on $\mathbb{R}$, with compact support. Such functions are bounded and uniformly continuous, and they can all be approximated uniformly by piecewise constant functions. It follows that if the LLT asymptotic expansion (5.1) holds for all intervals $(a, b)$, then

$$
\begin{equation*}
\underbrace{\sqrt{2 \pi V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}\right)\right]}_{\mu_{N}(\phi)} \xrightarrow[N \rightarrow \infty]{\longrightarrow} \underbrace{\mathrm{e}^{-z^{2} / 2} \int \phi(t) \mathrm{d} t}_{\mu_{z}(\phi)} \text { for all } \phi \in C_{c}(\mathbb{R}) \tag{5.24}
\end{equation*}
$$

Conversely, (5.24) implies (5.1): To see this, apply (5.24) with $\phi_{n}, \psi_{n} \in C_{c}(\mathbb{R})$ such that $\phi_{n} \leq 1_{[a, b]} \leq \psi_{n}$, and $\int\left|\phi_{n}(t)-\psi_{n}(t)\right| \mathrm{d} t \rightarrow 0$.

A Radon measure on $\mathbb{R}$ is a positive Borel measure on $\mathbb{R}$, which may be infinite, but which assigns finite mass to every compact set. By the Riesz representation theorem, $\mu_{N}(\phi)=\int \phi \mathrm{d} \mu_{N}$ and $\mu_{z}(\phi)=\int \phi \mathrm{d} \mu_{z}$, for some Radon measures $\mu_{N}, \mu_{z}$.

Let $m_{N}$ and $m$ be Radon measures on $\mathbb{R}$. We say that $m_{n}$ converges to $m$ weakly (or vaguely), if $\int \phi \mathrm{d} m_{N} \rightarrow$ $\int \phi \mathrm{d} m$ for all $\phi \in C_{c}(\mathbb{R})$. In this case we write $m_{N} \xrightarrow[N \rightarrow \infty]{w} m$.

Since the non-lattice LLT (5.1) is equivalent to (5.24), it can be restated as saying that $\mu_{N} \xrightarrow{w} \mu_{z}$, with $\mu_{N}$ and $\mu_{z}$ as above. The other LLT have similar reformulations. For example, the lattice mixing LLT is equivalent to $\mu_{N} \xrightarrow{w} \mu_{z}$, where $\mu_{N}(\phi):=\sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}\right) \mid X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}, X_{1}^{(N)}=x_{N}\right]$, and $\mu_{z}:=\frac{\mathrm{e}^{-z^{2} / 2} t}{\sqrt{2 \pi}} \sum_{u \in \mathbb{Z}} \delta_{t u}$.

Weak convergence is defined using test functions in $C_{c}(\mathbb{R})$, but we claim that it can also be checked using test functions in $\mathcal{K}:=\left\{\phi: \mathbb{R} \rightarrow \mathbb{C}: \int|\phi(u)| \mathrm{d} u<\infty, \widehat{\phi} \in C_{c}(\mathbb{R})\right\}, \quad(\widehat{\phi}:=$ Fourier transform of $\phi$ ) (even though $\left.C_{c}(\mathbb{R}) \cap \mathcal{K}=\{0\}\right)$. We note for future reference that by the Fourier inversion formula, every $\phi \in \mathcal{K}$ is uniformly bounded and continuous.

Lemma 5.11 (Breiman) Let $m_{N}$ and $m$ be Radon measures on $\mathbb{R}$. Suppose $\exists$ strictly positive $\phi_{0} \in \mathcal{K}$ such that $\int \phi_{0} \mathrm{~d} m<\infty$. Iffor all $\phi \in \mathcal{K}, \int_{\mathbb{R}} \phi \mathrm{d} m_{N} \underset{N \rightarrow \infty}{\longrightarrow} \int_{\mathbb{R}} \phi \mathrm{d} m$, then $\int_{\mathbb{R}} \psi \mathrm{d} m_{N} \xrightarrow[N \rightarrow \infty]{ } \int_{\mathbb{R}} \psi \mathrm{d} m$ for all $\psi \in C_{c}(\mathbb{R})$.

Proof Let $\phi_{0}$ be as in the statement, and suppose $\int \phi \mathrm{d} m_{N} \rightarrow \int \phi \mathrm{~d} m$ for all $\phi \in \mathcal{K}$.
If $\int_{\mathbb{R}} \phi_{0} \mathrm{~d} m=0$, then $m \equiv 0$, and $\int_{\mathbb{R}} \phi_{0} \mathrm{~d} m_{N} \rightarrow 0$. Since $\phi_{0}$ is positive and continuous, for every $\psi \in C_{c}(\mathbb{R})$ there exists $\varepsilon>0$ such that $\varepsilon|\psi| \leq \phi_{0}$ on $\mathbb{R}$. It follows that $\int_{\mathbb{R}} \psi \mathrm{d} m_{N} \rightarrow 0$ for all $\psi \in C_{c}(\mathbb{R})$.

Suppose now that $\int_{\mathbb{R}} \phi_{0} \mathrm{~d} m>0$. Then $\int_{\mathbb{R}} \phi_{0} \mathrm{~d} m_{N} \rightarrow \int_{\mathbb{R}} \phi_{0} \mathrm{~d} m$, and $\int_{\mathbb{R}} \phi_{0} \mathrm{~d} m_{N}>0$ for all $N$ large enough.
For such $N$, we construct the following probability measures: $\mathrm{d} \mu_{N}:=\frac{\phi_{0} \mathrm{~d} m_{N}}{\int \phi_{0} \mathrm{~d} m_{N}}$ and $\mathrm{d} \mu:=\frac{\phi_{0} \mathrm{~d} m}{\int \phi_{0} \mathrm{~d} m}$.
$\forall t \in \mathbb{R}, \phi_{t}(u):=\mathrm{e}^{\mathrm{i} t u} \phi_{0}(u)$ belongs to $\mathcal{K}$, because $\widehat{\phi}_{t}(\xi)=\widehat{\phi}_{0}(\xi-t)$. So $\int_{\mathbb{R}} \mathrm{e}^{\mathrm{i} t u} \mu_{N}(\mathrm{~d} u) \underset{N \rightarrow \infty}{ } \int_{\mathbb{R}} \mathrm{e}^{\mathrm{i} t u} \mu(\mathrm{~d} u)$.
Equivalently, the characteristic functions of the random variables $W_{N}$ with distribution $\mathbb{P}\left[W_{N}<a\right]=$ $\mu_{N}((-\infty, a))$ converge to the characteristic function of the random variable $W$ with distribution $\mathbb{P}[W<a]:=$ $\mu((-\infty, a))$. By Lévy's continuity theorem, $W_{N} \xrightarrow[n \rightarrow \infty]{\text { dist }} W$. It follows that $\int_{\mathbb{R}} G(u) \mu_{N}(\mathrm{~d} u) \rightarrow \int_{\mathbb{R}} G(u) \mu(\mathrm{d} u)$ for every bounded continuous function on $\mathbb{R}$.

Looking at the special case $G(u)=\psi(u) / \phi_{0}(u)$ with $\psi \in C_{c}(\mathbb{R})$, we obtain $\int \psi \mathrm{d} m_{N} \rightarrow \int \psi \mathrm{~d} m$ for all $\psi \in C_{c}(\mathbb{R})$.

To apply the lemma to the proof of the LLT, we will need to find a strictly positive $\phi_{0} \in \mathcal{K}$ so that $\int \phi_{0} \mathrm{~d} m$ is finite for the measure $m$ which represents the limit. This is the purpose of the next Lemma. Parts (1) and (2) are needed for the LLT in this chapter, and part (3) will be used in the next chapter.

Lemma 5.12 There exists a strictly positive $\phi_{0} \in \mathcal{K}$ so that $\int \phi_{0} \mathrm{~d} m_{i}<\infty$, for $i \in\{1,2,3\}$, where
(1) $m_{1}$ is Lebesgue's measure on $\mathbb{R}$; (2) $m_{2}$ is the counting measure on $t \mathbb{Z}$;
(3) $m_{3}$ is the measure representing the functional $m(\phi)=\sum_{k \in \mathbb{Z}} \mathbb{E}[\phi(k \delta+\mathfrak{F})]$ on $C_{c}(\mathbb{R})$, where $\delta$ is a positive constant, and $\mathfrak{F}$ is bounded random variable.

Proof Let $\psi_{a}(x):=\left(\frac{\sin a x}{a x}\right)^{2}$, extended continuously to zero by $\psi_{a}(0):=1$. This function is non-negative and absolutely integrable. To see that $\widehat{\psi}_{a}$ has compact support, we argue as follows: The Fourier transform of $1_{[-a, a]}$ is proportional to $\sin a x / a x$. Therefore the Fourier transform of $1_{[-a, a]} * 1_{[-a, a]}$ is proportional to $\psi_{a}$. Applying the inverse Fourier transform to $\psi_{a}$, we find that $\widehat{\psi}_{a}$ is proportional to $1_{[-a, a]} * 1_{[-a, a]}$, a function supported on $[-2 a, 2 a]$. Thus $\psi_{a} \in \mathcal{K}$. But $\psi_{a}$ has zeroes at $\pi k / a, k \in \mathbb{Z} \backslash\{0\}$. To get a strictly positive element of $\mathcal{K}$, we take $\phi_{0}:=\psi_{1}+\psi_{\sqrt{2}}$. Since $\phi_{0}(x)=O\left(|x|^{-2}\right)$ as $|x| \rightarrow \infty, \int \phi_{0} d m_{i}<\infty$.

### 5.2.4 The LLT in the Irreducible Non-Lattice Case

We give the proof for arrays (Theorem 5.1'). Theorem 5.1 on chains follows, because every additive functional on a Markov chain is stably hereditary (Theorem 4.9).

We begin by proving that $V_{N} \xrightarrow[N \rightarrow \infty]{ } \infty$. Otherwise $\lim \inf V_{N}<\infty$, and $\exists N_{\ell} \uparrow \infty$ such that $\operatorname{Var}\left(S_{N_{\ell}}\right)=O(1)$. Let $\mathrm{X}^{\prime}$ denote the sub-array with rows $\mathrm{X}^{(\ell)}=\mathrm{X}^{\left(N_{\ell}\right)}$. By Theorem 3.8, $\mathrm{f} \mid \mathrm{X}^{\prime}$ is center-tight, whence $G_{\text {ess }}\left(\mathrm{X}^{\prime},\left.\mathrm{f}\right|_{\mathrm{X}^{\prime}}\right)=$ $\{0\}$. But $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=G_{\text {alg }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, because f is irreducible and non-lattice. So $G_{\text {ess }}\left(\mathrm{X}^{\prime}, \mathrm{f} \mid \mathrm{X}^{\prime}\right) \neq G_{\text {ess }}(\mathrm{X}, \mathrm{f})$, in contradiction to the assumption that ( $\mathrm{X}, \mathrm{f}$ ) is stably hereditary, see Theorem 4.13.

Next we fix $z_{N} \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, and show that for every non-empty interval $(a, b)$, for every choice of $x_{1}^{(N)} \in \mathbb{S}_{1}^{(N)}(N \geq 1)$,

$$
\begin{equation*}
\mathbb{P}_{x_{1}^{(N)}}\left[S_{N}-z_{N} \in(a, b)\right] \sim \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}(b-a), \text { as } N \rightarrow \infty \tag{5.25}
\end{equation*}
$$

By Lemma 5.11, we can prove (5.25) by showing that for every $\phi \in L^{1}(\mathbb{R})$ whose Fourier transform $\widehat{\phi}(\xi):=$ $\int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} \xi u} \phi(u) \mathrm{d} u$ has compact support,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}_{x_{1}^{(N)}}\left[\phi\left(S_{N}-z_{N}\right)\right]=\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \phi(u) \mathrm{d} u \tag{5.26}
\end{equation*}
$$

Fix $\phi \in L^{1}$ such that $\operatorname{supp}(\widehat{\phi}) \subseteq[-L, L]$. By the Fourier inversion formula, $\mathbb{E}_{x_{1}^{(N)}}\left(\phi\left(S_{N}-z_{N}\right)\right)=$ $\frac{1}{2 \pi} \int_{-L}^{L} \widehat{\phi}(\xi) \Phi_{N}\left(x_{1}^{(N)}, \xi\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi$. So (5.26) is equivalent to

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \cdot \frac{1}{2 \pi} \int_{-L}^{L} \widehat{\phi}(\xi) \Phi_{N}\left(x_{1}^{(N)}, \xi\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi=\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \widehat{\phi}(0) . \tag{5.27}
\end{equation*}
$$

Below, we give a proof of (5.27). ${ }^{1}$
Divide $[-L, L]$ into segments $I_{j}$ so that $I_{0}$ is centered at zero, and all segments have length less than or equal to $\widetilde{\delta}$, where $\widetilde{\delta}$ is given by Lemma 5.8. Let $J_{j, N}:=\frac{1}{2 \pi} \int_{I_{j}} \widehat{\phi}(\xi) \Phi_{N}\left(x_{1}^{(N)}, \xi\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi$.
Claim 1:

$$
\begin{equation*}
\sqrt{V_{N}} J_{0, N} \xrightarrow[N \rightarrow \infty]{ } \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-z^{2} / 2} \widehat{\phi}(0) \tag{5.28}
\end{equation*}
$$

Proof of the Claim. Fix $R>0$. Since $I_{0} \ni 0, A_{N}\left(I_{0}\right)=0$. By Corollary 5.10, $\left|\Phi_{N}(x, \xi)\right| \leq \widetilde{C} \exp \left(-\widehat{\varepsilon} V_{N} \xi^{2}\right)$ on $[-\widetilde{\delta}, \widetilde{\delta}]$. So given $\varepsilon>0$, there is $R>0$ such that $\left|\frac{\sqrt{V_{N}}}{2 \pi} \int_{\left\{\xi \in I_{0}:|\xi|>R / \sqrt{V_{N}}\right\}} \widehat{\phi}(\xi) \Phi_{N}\left(x_{1}^{(N)}, \xi\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi\right| \leq \varepsilon$. Changing variables $\xi=s / \sqrt{V_{N}}$, we get $\frac{\sqrt{V_{N}}}{2 \pi} \int_{\left[|\xi| \leq R / \sqrt{V_{N}}\right]} \widehat{\phi}(\xi) \Phi_{N}\left(x_{1}^{(N)}, \xi\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi=\frac{1}{2 \pi} \int_{[|s| \leq R]} \widehat{\phi}\left(\frac{s}{\sqrt{V_{N}}}\right) \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{\text {is } \frac{s_{N}-z_{N}}{\sqrt{V_{N}}}}\right) \mathrm{d} s$.

By Dobrushin's CLT for arrays (Theorem 3.10), $\frac{S_{N}-z_{N}}{\sqrt{V_{N}}}$ converges in distribution w.r.t. $\mathbb{P}_{x_{1}^{(N)}}$ to the normal distribution with mean $-z$ and variance 1 . This implies that $\mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{\text {is } \frac{s_{N}-z_{N}}{\sqrt{V_{N}}}}\right) \xrightarrow[N \rightarrow \infty]{ } \mathrm{e}^{-\mathrm{i} s z-s^{2} / 2}$ uniformly on compacts. Since $\widehat{\phi}$ is bounded and continuous at zero,

$$
\frac{\sqrt{V_{N}}}{2 \pi} \int_{|\xi| \leq R / \sqrt{V_{N}}} \widehat{\phi}(\xi) \Phi_{N}\left(x_{1}^{(N)}, \xi\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi=\frac{\widehat{\phi}(0)}{2 \pi} \int_{-R}^{R} \mathrm{e}^{-\mathrm{i} s z} \mathrm{e}^{-s^{2} / 2} \mathrm{~d} s+o_{N \rightarrow \infty}(1)
$$

Since this is true for all $R$, and $\int_{\mathbb{R}} \mathrm{e}^{-\mathrm{i} s z} \mathrm{e}^{-s^{2} / 2} \mathrm{~d} s=\sqrt{2 \pi} \mathrm{e}^{-z^{2} / 2}$, we have (5.28).
Claim 2: $\sqrt{V_{N}} J_{j, N} \xrightarrow[N \rightarrow \infty]{ } 0$ for $j \neq 0$.
Proof of the Claim. Since $\widehat{\phi}$ is bounded, it is sufficient to show that

$$
\begin{equation*}
\sqrt{V_{N}} \int_{I_{j}}\left|\Phi\left(x_{1}^{(N)}, \xi\right)\right| \mathrm{d} \xi \rightarrow 0 \tag{5.29}
\end{equation*}
$$

[^6]Recall that $A_{N}\left(I_{j}\right)=-\log \sup \left|\Phi_{N}(\cdot, \cdot)\right|$ on $\Theta_{1}^{(N)} \times I_{j}$, and $\left(\widetilde{x}_{j, N}, \widetilde{\xi}_{j, N}\right)$ are points where this supremum is achieved up to factor 2 . Set $A_{j, N}:=A_{N}\left(I_{j}\right)$.

Take large $R$ and split $I_{j}$ into two regions, $I_{j, N}^{\prime}:=\left\{\xi \in I_{j}:\left|\xi-\widetilde{\xi}_{j, N}\right| \leq R \sqrt{\frac{A_{j, N}}{V_{N}}}\right\}, \quad I_{j, N}^{\prime \prime}:=I_{j} \backslash I_{j, N}^{\prime}$. Split $\int_{I_{j}}\left|\Phi\left(x_{1}^{(N)}, \xi\right)\right| \mathrm{d} \xi$ into two integrals $J_{j, N}^{\prime}, J_{j, N}^{\prime \prime}$ accordingly.

- On $I_{j, N}^{\prime},\left|\Phi_{N}\left(x_{1}^{(N)}, \xi\right)\right| \leq \mathrm{e}^{-A_{j, N}}$ and $\left|I_{j, N}^{\prime}\right| \leq 2 R \sqrt{\frac{A_{j, N}}{V_{N}}}$, so $\sqrt{V_{N}}\left|J_{j, N}^{\prime}\right| \leq 2 R \sqrt{A_{j, N}} \mathrm{e}^{-A_{j, N}}$.
- On $I_{j, N}^{\prime \prime}$, we have the following estimate, by Corollary 5.10 , provided that $R \widehat{\varepsilon}>2 \bar{c}$.

$$
\left|\Phi_{N}\left(x_{1}^{(N)}, \xi\right)\right| \leq \widetilde{C} \exp \left(-\widehat{\varepsilon} V_{N}\left|\xi-\widetilde{\xi}_{j, N}\right| R \sqrt{\frac{A_{j, N}}{V_{N}}}+\bar{c}\left|\xi-\widetilde{\xi}_{j, N}\right| \sqrt{V_{N} A_{j, N}}\right) \leq \widetilde{C} \exp \left(-\frac{\widehat{\varepsilon}}{2}\left|\xi-\widetilde{\xi}_{j, N}\right| \sqrt{A_{j, N} V_{N}}\right)
$$

Hence $\sqrt{V_{N}} J_{j, N}^{\prime \prime} \leq \sqrt{V_{N}} \widetilde{C} \int_{-\infty}^{\infty} \mathrm{e}^{-\frac{\widehat{\varepsilon}}{2}|s| \sqrt{A_{j, N} V_{N}}} \mathrm{~d} s=O\left(A_{j, N}^{-\frac{1}{2}}\right)$. Combining these estimates, we obtain that

$$
\begin{equation*}
\sqrt{V_{N}}\left\|\Phi_{N}\left(x_{1}^{(N)}, \cdot\right)\right\|_{L^{1}\left(I_{j}\right)} \leq 2 R \sqrt{A_{j, N}} \mathrm{e}^{-A_{j, N}}+O\left(A_{j, N}^{-1 / 2}\right)=O\left(A_{j, N}^{-1 / 2}\right) \tag{5.30}
\end{equation*}
$$

We now employ the assumptions of the theorem: Firstly, $f$ is irreducible with algebraic range $\mathbb{R}$, therefore the co-range of $f$ is $\{0\}$ (Theorem 4.4). Secondly, f is stably hereditary, therefore $D_{N}(\xi) \xrightarrow[N \rightarrow \infty]{\longrightarrow}$ $\infty$ uniformly on compacts in $\mathbb{R} \backslash\{0\}$. By (5.18), $\Phi_{N}\left(x_{1}^{(N)}, \xi\right) \rightarrow 0$ uniformly on compacts in $\mathbb{R} \backslash\{0\}$, whence $A_{j, N} \rightarrow \infty$ as $N \rightarrow \infty$ for each $j \neq 0$. Thus (5.30) implies (5.29), and Claim 2.

Remark. Notice that (5.30) does not require the irreducibility assumption or the hereditary assumption. It holds for all uniformly elliptic arrays.

Claims 1 and 2 imply (5.27), and (5.27) implies (5.25) by Lemma 5.11. This proves the LLT for initial distributions concentrated at single points.

To deduce the theorem for arbitrary initial distributions, we can either appeal to Lemma 2.27, or prove the following claim and then integrate:
Claim 3: (5.25) holds uniformly with respect to the choice of $\left\{x_{n}^{(N)}\right\}$.
Proof of the Claim. Otherwise, there exist $\varepsilon>0$ and $N_{k} \rightarrow \infty$ with $y_{1}^{\left(N_{k}\right)}$ such that $\mathbb{P}_{y_{1}\left(N_{k}\right)}\left[S_{N_{k}}-z_{N_{k}} \in\right.$ $(a, b)] / \frac{\mathrm{e}^{-z^{2} / 2}(b-a)}{\sqrt{2 \pi V_{N_{k}}}} \notin\left[\mathrm{e}^{-\varepsilon}, \mathrm{e}^{\varepsilon}\right]$. But this contradicts (5.25) for a sequence $\left\{x_{1}^{(N)}\right\}$ such that $x_{1}^{\left(N_{k}\right)}=y_{1}^{\left(N_{k}\right)}$.

### 5.2.5 The LLT in the Irreducible Lattice Case

We give the proof in the context of arrays (Theorem 5.2'). Suppose $X$ is a uniformly elliptic array, and $f$ is an additive functional on X which is a.s. uniformly bounded, hereditary, irreducible, and with algebraic range $t \mathbb{Z}$ with $t>0$. Without loss of generality, $t=1$, otherwise work with $t^{-1} \mathrm{f}$. By Lemma 4.15, there are constants $c_{n}^{(N)}$ such that $f_{n}^{(N)}\left(X_{n}^{(N)}, X_{n+1}^{(N)}\right)-c_{n}^{(N)} \in \mathbb{Z}$ a.s. We may assume without loss of generality that $c_{n}^{(N)}=0$, otherwise we work with $\mathrm{f}-\mathrm{c}$. So $S_{N} \in \mathbb{Z}$ a.s. for every $N \geq 1$.

We will show that for every sequence of integers $z_{N}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, and for every $x_{1}^{(N)} \in \mathbb{S}_{n}^{(N)}$,

$$
\begin{equation*}
\mathbb{P}_{x_{1}^{(N)}}\left(S_{N}=z_{N}\right)=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}, \text { as } N \rightarrow \infty . \tag{5.31}
\end{equation*}
$$

As in the non-lattice case, once we prove (5.31) for all choices of $\left\{x_{1}^{(N)}\right\}$, it automatically follows that (5.31) holds uniformly in $\left\{x_{1}^{(N)}\right\}$. Integrating over $\Im_{1}^{(N)}$ gives (5.4) with $k=0$. For general $k$, take $z_{N}^{\prime}:=z_{N}+k$.

The assumptions on $f$ imply that $V_{N} \xrightarrow[N \rightarrow \infty]{ } \infty$, see the proof of Theorem 5.1'.
As we explained in $\S 5.2$.1, to prove (5.31) it is sufficient to show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \cdot \frac{1}{2 \pi} \int_{-\pi}^{\pi} \Phi_{N}\left(x_{1}^{(N)}, \xi\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi=\frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-z^{2} / 2} \tag{5.32}
\end{equation*}
$$

Notice that (5.32) is (5.27) in the case $\phi(u)=\frac{\sin (\pi u)}{\pi u}, \widehat{\phi}(\xi)=$ const. $1_{[-\pi, \pi]}(\xi)$. It can be proved in almost exactly the same way.

Here is a sketch of the proof. One divides $[-\pi, \pi]$ into segments $I_{j}$ of length less than the $\widetilde{\delta}$ of Lemma 5.8 , so that one of the intervals contains zero in its interior.

The contribution of the interval which contains zero is asymptotic to $\frac{1}{\sqrt{2 \pi V_{N}}} \mathrm{e}^{-z^{2} / 2}$. This is shown as in Claim 1 of the preceding proof.

The remaining intervals are bounded away from $2 \pi \mathbb{Z}$. Since $f$ is irreducible with algebraic range $\mathbb{Z}, H(X, f)=$ $2 \pi \mathbb{Z}$. Lattice hereditary $f$ are stably hereditary, therefore $D_{N}(\xi) \underset{N \rightarrow \infty}{\longrightarrow} 0$ uniformly on compacts in $\mathbb{R} \backslash 2 \pi \mathbb{Z}$. Arguing as in the proof of Claim 2 of the preceding proof, one shows that the contribution of the intervals which do not contain zero is $o\left(1 / \sqrt{V_{N}}\right)$.

### 5.2.6 Mixing LLT

The proof is very similar to the proof of the previous local limit theorems, except that it uses $\Phi(x, \xi \mid \mathfrak{H})$ instead of $\Phi(x, \xi)$. We outline the proof in the non-lattice case, and leave the lattice case to the reader.

Suppose X is a uniformly elliptic Markov array, and that f is a.s. uniformly bounded, stably hereditary, irreducible and with algebraic range $\mathbb{R}$. Let $\mathfrak{A}_{N} \in \mathscr{S}_{k_{N}+1}^{(N)}$ be measurable sets such that $\mathbb{P}\left(X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}\right)>\delta>0$, and fix $x_{N} \in \mathbb{S}_{1}^{(N)}$. Suppose $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$. As before, $V_{N} \rightarrow \infty$, and as explained in $\S 5.2 .3$, it is enough to show that for every $\phi \in L^{1}(\mathbb{R})$ such that $\operatorname{supp}(\widehat{\phi}) \subset[-L, L]$,

$$
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \cdot \frac{1}{2 \pi} \int_{-L}^{L} \widehat{\phi}(\xi) \Phi_{N}\left(x_{N}, \xi \mid \mathfrak{M}_{N}\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi=\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \widehat{\phi}(0)
$$

Divide $[-L, L]$ as before into intervals $I_{j}$ of length $\leq \widetilde{\delta}$, where $\widetilde{\delta}$ is given by Lemma 5.8 and where $I_{0}$ is centered at zero. Let $J_{j, N}:=\frac{1}{2 \pi} \int_{I_{j}} \widehat{\phi}(\xi) \Phi_{N}\left(x_{N}, \xi \mid \mathfrak{A}_{N}\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi$.
CLaim 1: $\sqrt{V_{N}} J_{0, N} \xrightarrow[N \rightarrow \infty]{ }(2 \pi)^{-\frac{1}{2}} \mathrm{e}^{-z^{2} / 2} \widehat{\phi}(0)$.
Proof of the Claim: Fix $R>0$. As before, applying Corollary 5.10 with $A_{N}=0$ we conclude that for each $\varepsilon>0$ there is $R>0$ such that $\left|\sqrt{V_{N}} \int_{\left\{\xi \in I_{0}:|\xi|>R / \sqrt{V_{N}}\right\}} \widehat{\phi}(\xi) \Phi_{N}\left(x_{N}, \xi \mid \mathfrak{A}_{N}\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi\right| \leq \varepsilon$.

Next the change of variables $\xi=s / \sqrt{V_{N}}$ gives

$$
\begin{align*}
& \sqrt{V_{N}} \int_{\left\{\xi \in I_{0}:|\xi| \leq R / \sqrt{V_{N}}\right\}} \widehat{\phi}(\xi) \Phi\left(x_{N}, \xi \mid \mathfrak{A}_{N}\right) \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{~d} \xi=\int_{-R}^{R} \widehat{\phi}\left(\frac{s}{\sqrt{V_{N}}}\right) \mathbb{E}_{x_{N}}\left(\left.\mathrm{e}^{\mathrm{is} \frac{s_{N}-z_{N}}{\sqrt{V_{N}}}} \right\rvert\, X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}\right) \mathrm{d} s \\
& =\frac{1}{\mathbb{P}\left(X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}\right)} \int_{-R}^{R} \widehat{\phi}\left(\frac{s}{\sqrt{V_{N}}}\right) \mathbb{E}_{x_{N}}\left(\mathrm{e}^{\mathrm{i} s \frac{s_{N}-z_{N}}{\sqrt{V_{N}}}} 1_{\mathfrak{A}_{N}}\left(X_{k_{N}+1}^{(N)}\right)\right) \mathrm{d} s \tag{5.33}
\end{align*}
$$

We analyze the expectation in the integrand. Take $1 \leq r_{N} \leq k_{N}$ such that $r_{N} \rightarrow \infty$ and $r_{N} / \sqrt{V_{N}} \rightarrow 0$, and let

$$
S_{N}^{*}:=\sum_{j=1}^{k_{N}-r_{N}-1} f_{j}^{(N)}\left(X_{j}^{(N)}, X_{j+1}^{(N)}\right) \equiv S_{N}-\sum_{j=k_{N}-r_{N}}^{k_{N}} f_{j}^{(N)}\left(X_{j}^{(N)}, X_{j+1}^{(N)}\right) .
$$

Since ess sup $|\mathrm{f}|<\infty,\left\|S_{N}-S_{N}^{*}\right\|_{\infty}=o\left(\sqrt{V_{N}}\right)$, and so
$\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\mathrm{i} s \frac{s_{N}-z_{N}}{\sqrt{V_{N}}}} 1_{\mathfrak{A}_{N}}\left(X_{k_{N}+1}^{(N)}\right)\right)=\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\text {is } \frac{s_{N}^{*}-z_{N}}{\sqrt{V_{N}}}} 1_{\mathfrak{A}_{N}}\left(X_{k_{N}+1}^{(N)}\right)\right)+o(1)=\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\mathrm{i} s \frac{s_{N}^{*}-z_{N}}{\sqrt{V_{N}}}} \mathbb{E}\left(1_{\mathfrak{A}_{N}}\left(X_{k_{N}+1}^{(N)}\right) \mid X_{1}^{(N)}, \ldots, X_{k_{n}-r_{N}}^{(N)}\right)\right)+o(1)$
$=\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\mathrm{i} \frac{s_{N}^{*}-z_{N}}{\sqrt{V_{N}}}} \mathbb{E}\left(1_{\mathfrak{U}_{N}}\left(X_{k_{N}+1}^{(N)}\right) \mid X_{k_{n}-r_{N}}^{(N)}\right)\right)+o(1)$ by the Markov property.
By (2.11), $\left\|\mathbb{E}\left(1_{\mathfrak{A}_{N}}\left(X_{k_{N}+1}^{(N)}\right) \mid X_{k_{n}-r_{N}}^{(N)}\right)-\mathbb{P}\left(X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}\right)\right\|_{\infty} \leq$ const. $\theta^{r_{N}}$, where $0<\theta<1$. Since $r_{N} \rightarrow \infty$, we get

$$
\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\mathrm{i} s \frac{s_{N}-z_{N}}{\sqrt{V_{N}}}} 1_{\mathfrak{A}_{N}}\left(X_{k_{N}+1}^{(N)}\right)\right)=\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\mathrm{i} s \frac{s_{N}^{*}-z_{N}}{\sqrt{V_{N}}}}\right) \mathbb{P}\left(X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}\right)+o(1)
$$

Since $r_{N}=o\left(\sqrt{V_{N}}\right), \quad \frac{S_{N}^{*}-z_{N}}{\sqrt{V_{N}}}=\frac{S_{N}-z_{N}}{\sqrt{V_{N}}}+o(1)=\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}-z+o(1)$.
By Dobrushin's CLT (applied to the array with the transition probabilities of X , and the initial distributions $\pi^{(N)}:=\delta_{x_{N}}$ ), we get $\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\text {is } \frac{s_{N}^{*}-z_{N}}{\sqrt{V_{N}}}}\right) \sim \mathbb{E}_{x_{N}}\left(\mathrm{e}^{\text {is } \frac{s_{N}-z_{N}}{\sqrt{V_{N}}}}\right) \underset{N \rightarrow \infty}{\longrightarrow} \mathrm{e}^{-\mathrm{i} s z-s^{2} / 2}$. So $\mathbb{E}_{x_{N}}\left(\mathrm{e}^{\mathrm{is} \frac{s_{N}^{*}-z_{N}}{\sqrt{V_{N}}}} 1_{\mathfrak{A}_{N}}\left(X_{k_{N}+1}^{(N)}\right)\right)=\mathrm{e}^{-\mathrm{i} s z-s^{2} / 2} \mathbb{P}\left(X_{k_{N}+1}^{(N)} \in \mathfrak{A}_{N}\right)+o(1)$. Substituting this in (5.33) gives the claim.
Claim 2: $\sqrt{V_{N}} J_{j, N} \xrightarrow[N \rightarrow \infty]{ } 0$ for $j \neq 0$.
This is similar to Claim 2 in §5.2.4. Instead of (5.18), use (5.19).

### 5.3 Notes and References

For the history of the local limit theorem, see the end of Chapter 1.
The first statement of the LLT in terms of weak convergence of Radon measures is due to Shepp [183]. Stone's trick (the reduction to test functions with Fourier transforms with compact support) appears in [191]. This method was further developed and clarified by Breiman. Lemma 5.11 and its proof, are taken from Breiman's book [17, Chapter 10, §2].

The method of perturbation operators is due to Nagaev [149], who used it to prove central and local limit theorems for homogeneous Markov chains (see §8.4). Guivarc'h \& Hardy used this method to prove LLT for Birkhoff sums generated by dynamical systems [88]. See also [168] where Rousseau-Egele used similar ideas in the study of interval maps. Hafouta \& Kifer [93], Hafouta [89, 90], and Dragičević, Froyland, \& GonzálezTokman [64], used this technique to prove the local limit theorem in different but related non-homogeneous settings.

The terminology "mixing LLT" is due to Rényi [166]. Mixing LLT have numerous applications including mixing of special flows [88], homogenization [60], and the study of skew-products [58, 57]. Mixing LLT for additive functionals of (stationary) Gibbs-Markov processes in the Gaussian and in the stable domains of attraction were proved by Aaronson \& Denker [5]. Guivarc'h \& Hardy noted the relevance of Mixing LLT to the study of reducible additive functionals, in the homogeneous case [88]. In the next chapter, we will use the mixing LLT to study the inhomogeneous reducible case.

## Chapter 6

## The Local Limit Theorem in the Reducible Case


#### Abstract

We prove the local limit theorem for $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$ when $\frac{z N-\mathbb{E}\left(S_{N}\right)}{\sqrt{\operatorname{Var}\left(S_{N}\right)}}$ converges to a finite limit and $\mathfrak{f}$ is reducible. In the reducible case, the asymptotic behavior of $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$ is not universal, and it depends on $f_{n}\left(X_{n}, X_{n+1}\right)$. The dependence is strong for small intervals, and weak for large intervals.


### 6.1 Main Results

### 6.1.1 Heuristics and Warm Up Examples

Recall that an additive functional is called reducible if $f=g+c$ where $c$ is center-tight, and the algebraic range of g is strictly smaller than the algebraic range of f . By the results of Chapter 4 , if $\operatorname{Var}\left(S_{N}(\mathrm{f})\right) \rightarrow \infty, \mathrm{X}$ is uniformly elliptic, and f is a.s. bounded, then we can choose g to be irreducible. In this case, $S_{N}(\mathrm{f})=S_{N}(\mathrm{~g})+S_{N}(\mathrm{c})$, where $\operatorname{Var}\left(S_{N}(\mathrm{~g})\right) \sim \operatorname{Var}\left(S_{N}(\mathrm{f})\right) \rightarrow \infty, \operatorname{Var}\left(S_{N}(\mathrm{c})\right)=O(1)$, and $S_{N}(\mathrm{~g})$ satisfies the lattice local limit theorem. But the contribution of $S_{n}(\mathrm{c})$ cannot be neglected. In this chapter we give the corrections to the LLT needed to take $S_{n}(\mathrm{c})$ into account. Before stating our results in general, we discuss two simple examples which demonstrate some of the possible effects of $S_{N}$ (c).

Example 6.1 (Simple Random Walk with Continuous First Step) Suppose $\left\{X_{n}\right\}_{n \geq 1}$ are independent realvalued random variables, where $X_{1}$ has some distribution $\tilde{\mathcal{F}}$, and $X_{i}(i \geq 2)$ are equal to 0,1 with equal probabilities.

Suppose $0 \leq \mathfrak{F}<1, \mathbb{E}[\mathfrak{F}]=\frac{1}{2}$, the distribution of $\tilde{F}$ has a density, and $\mathfrak{F}$ is not uniformly distributed on $[0,1]$. Let $\mu_{\mathscr{F}}(\mathrm{d} x)$ denote the probability measure on $\mathbb{R}$ associated with the distribution of $\mathscr{F}$.

Let $S_{N}:=X_{1}+\cdots+X_{N}$, then $S_{N}=S_{N}(\mathrm{f})$, where $f_{n}(x, y):=x$. Since the distribution of $\mathfrak{F}$ has a density, $(\mathrm{X}, \mathrm{f})$ has algebraic range $\mathbb{R}$. The following decomposition shows that ( $\mathrm{X}, \mathrm{f}$ ) is reducible:

$$
\mathrm{f}=\mathrm{g}+\mathrm{c} \text {, where } g_{n}(x, y):=\left\{\begin{array}{ll}
0 & n=1 \\
x & n \geq 2
\end{array} \text { and } c_{n}(x, y):= \begin{cases}x & n=1 \\
0 & n \geq 2 .\end{cases}\right.
$$

Clearly, g is irreducible with essential range $\mathbb{Z}$, and c is center-tight. $S_{N}(\mathrm{~g}), S_{N}(\mathrm{c})$ are independent; $S_{N}(\mathrm{c}) \sim \mathfrak{F}$; $S_{N}(\mathrm{~g})$ has the binomial distribution $B\left(\frac{1}{2}, N-1\right)$; and

$$
S_{N}=(\underbrace{X_{2}+\cdots+X_{N}}_{S_{N}(\mathrm{~g})})+\underbrace{X_{1}}_{S_{N}(\mathrm{c})} .
$$

So $S_{N}$ has distribution $\mu_{\mathfrak{X}} * B\left(\frac{1}{2}, N-1\right)$. This distribution has a density, which we denote by $p_{N}(x) \mathrm{d} x$.
(A) The Scaling Limit of $\boldsymbol{p}_{N}(\boldsymbol{x}) \mathbf{d} \boldsymbol{x}$ is not Haar's Measure: Fix $z_{N}:=\mathbb{E}\left(S_{N}\right)=N / 2$ and let $V_{N}:=\operatorname{Var}\left(S_{N}\right) \sim N / 4$. The measure $m_{N}:=p_{N}(x) \mathrm{d} x$ determines a positive functional on $C_{c}(\mathbb{R})$, and for every $\phi \in C_{c}(\mathbb{R})$ and $N$ even, $\int \phi\left(x-z_{N}\right) p_{N}(x) \mathrm{d} x=\mathbb{E}\left[\phi\left(S_{N}-z_{N}\right)\right]=\mathbb{E}\left[\phi\left(S_{N}(\mathrm{~g})+S_{N}(\mathrm{c})-z_{N}\right)\right]=\sum_{m \in \mathbb{Z}} \mathbb{E}\left[\phi\left(\tilde{F}+m-z_{N}\right)\right] \mathbb{P}\left[S_{N}(\mathrm{~g})=m\right]$ $=\sum_{m=0}^{N-1}\binom{N-1}{m} \frac{1}{2^{N-1}} \mathbb{E}\left[\phi\left(\mathfrak{F}+m-z_{N}\right)\right]=\frac{1}{2^{N-1}} \sum_{m=0}^{N-1}\binom{N-1}{m} \psi\left(m-\frac{N}{2}\right)$, where $\psi(m):=\mathbb{E}[\phi(\mathfrak{F}+m)]$ $=\frac{1}{2^{N-1}} \sum_{m=-N / 2}^{N / 2-1}\binom{N-1}{m+N / 2} \psi(m) \sim \frac{1}{\sqrt{2 \pi V_{N}}} \sum_{m \in \mathbb{Z}} \psi(m), \sim \frac{1}{\sqrt{2 \pi V_{N}}} \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(\mathscr{\mathscr { F }}+m)]$, as $N \rightarrow \infty$.

This also holds for $N$ odd. Thus the distribution of $S_{N}-z_{N}$ converges weakly to zero, "at a rate of $1 / \sqrt{V_{N}}$," and if we inflate it by $\sqrt{V_{N}}$ then it converges weakly to

$$
\lambda:=\mu_{\mathfrak{F}} * \frac{1}{\sqrt{2 \pi}}(\text { the counting measure on } \mathbb{Z})
$$

By the assumptions on $\mathfrak{F}$, the scaling limit $\lambda$ is not a Haar measure on a closed subgroup of $\mathbb{R}$. This is different from the irreducible case, when the scaling limit is a Haar measure on $G_{e s s}(\mathrm{X}, \mathrm{f})$.
(B) Non-Standard Limit for $\sqrt{2 \pi V_{N}} \mathbf{P}\left[S_{N}-\mathbf{E}\left(S_{N}\right) \in(a, b)\right]$ : Fix $a, b \in \mathbb{R} \backslash \mathbb{Z}$ such that $|a-b|>1$. Let $z_{N}:=\mathbb{E}\left(S_{N}\right)$. The previous calculation with $\phi_{i} \in C_{c}(\mathbb{R})$ such that $\phi_{1} \leq 1_{(a, b)} \leq \phi_{2}$ gives

$$
\begin{equation*}
\sqrt{2 \pi V_{N}} \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \underset{N \rightarrow \infty}{\longrightarrow} \sum_{m \in \mathbb{Z}} \mathbb{E}\left[1_{(a, b)}(m+\mathfrak{F})\right] \tag{6.1}
\end{equation*}
$$

This is different from the limit in the irreducible non-lattice LLT (Theorem 5.1),

$$
\begin{equation*}
\sqrt{2 \pi V_{N}} \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \underset{N \rightarrow \infty}{ }|a-b| \tag{6.2}
\end{equation*}
$$

and the limit in the irreducible lattice LLT with range $\mathbb{Z}$ (Theorem 5.2):

$$
\begin{equation*}
\sqrt{2 \pi V_{N}} \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \underset{N \rightarrow \infty}{\longrightarrow} \sum_{m \in \mathbb{Z}} 1_{(a, b)}(m) . \tag{6.3}
\end{equation*}
$$

(C) Robustness for Large Intervals: Although different, the limits in (6.1)-(6.3) are nearly the same, as $|a-b| \rightarrow \infty$. This is because all three limits belong to $[|a-b|-2,|a-b|+2]$.

Example 6.1 is very special in that $S_{n}(\mathrm{~g}), S_{N}(\mathrm{c})$ are independent. Nevertheless, we will see below that (A), (B), (C) are general phenomena, which also happen when $S_{N}(\mathrm{~g}), S_{N}(\mathrm{~h})$ are strongly correlated.

The following example exhibits another common pathology:
Example 6.2 (Gradient Perturbation of the Lazy Random Walk) Suppose $X_{n}, Y_{n}$ are independent random variables such that $X_{n}=-1,0,+1$ with equal probabilities, and $Y_{n}$ are uniformly distributed in [0,1/2]. Let $\mathrm{X}=\left\{\left(X_{n}, Y_{n}\right)\right\}_{n \geq 1}$.

- The additive functional $g_{n}\left(\left(x_{n}, y_{n}\right) ;\left(x_{n+1}, y_{n+1}\right)\right)=x_{n}$ generates the lazy random walk on $\mathbb{Z}$,
$S_{N}(\mathrm{~g})=X_{1}+\cdots+X_{N}$. It is irreducible, and satisfies the lattice LLT.
- The additive functional $c_{n}\left(\left(x_{n}, y_{n}\right),\left(x_{n+1}, y_{n+1}\right)\right)=y_{n+1}-y_{n}$ is center-tight, and $S_{N}(\mathrm{c})=Y_{N+1}-Y_{1}$.
- The sum $f=g+c$ is reducible, with algebraic range $\mathbb{R}$ (because of $c$ ) and essential range $\mathbb{Z}$ (because of $g$ ). It generates the process

$$
S_{N}(\mathrm{f})=S_{N}(\mathrm{~g})+Y_{N+1}-Y_{1} .
$$

Observe that $S_{N}(\mathrm{f})$ lies in a "random coset" $b_{N}+\mathbb{Z}$, where $b_{N}=Y_{N+1}-Y_{1}$.
Since the distribution of $b_{N}$ is continuous, $\mathbb{P}\left[S_{N}-z_{N}=k\right]=0$ for all $z_{N}, k \in \mathbb{Z}$, and the standard lattice LLT fails. To deal with this, we must "shift" $S_{N}-z_{N}$ back to $\mathbb{Z}$. This leads to the following (correct) statement: For all $z \in \mathbb{R}$ and $z_{N} \in \mathbb{Z}$ such that $\frac{z_{N}}{\sqrt{V_{N}}} \rightarrow z$, for all $k \in \mathbb{Z}, \mathbb{P}\left[S_{N}-z_{N}-b_{N}=k\right] \sim \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}$. Notice that the shift $b_{N}=Y_{N+1}-Y_{1}$ is random.

### 6.1.2 The LLT in the Reducible Case

Theorem 6.3 Let $\mathrm{X}=\left\{X_{n}\right\}$ be a uniformly elliptic Markov chain, and let f be a reducible a.s. uniformly bounded additive functional with essential range $\delta(\mathrm{f}) \mathbb{Z}$, where $\delta(\mathrm{f}) \neq 0$. Then there are bounded random variables $b_{N}=b_{N}\left(X_{1}, X_{N+1}\right)$ and $\mathfrak{F}=\mathfrak{F}\left(X_{1}, X_{2}, \ldots\right)$ with the following properties:
(1) For every $z \in \mathbb{R}$ and $z_{N} \in \delta(f) \mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, for every $\phi \in C_{c}(\mathbb{R})$,

$$
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}-b_{N}\right)\right]=\frac{\delta(\mathrm{f}) \mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(m \delta(\mathrm{f})+\mathfrak{F})]
$$

(2) In addition, for every sequence of measurable sets $\mathfrak{A}_{N+1} \subset \mathfrak{S}_{N+1}$ such that $\mathbb{P}\left[X_{N+1} \in \mathfrak{A}_{N+1}\right]$ is bounded below,

$$
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}-b_{N}\right) \mid X_{1}=x, X_{N+1} \in \mathfrak{A}_{N+1}\right]=\frac{\delta(\mathrm{f}) \mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}\left[\phi(m \delta(\mathrm{f})+\mathfrak{F}) \mid X_{1}=x\right]
$$

(3) $\left\|b_{N}\right\|_{\infty} \leq 9 \delta(\mathrm{f})$, and $\mathfrak{F} \in[0, \delta(\mathrm{f}))$.

Remark. We can remove the dependence of $b_{N}$ and $\mathfrak{F}$ on $X_{1}$, and the conditioning on $X_{1}=x$ in (2), using Lemma 2.27.

Theorem 6.3 may seem abstruse at first reading, and it is worthwhile to explain it in more detail.
$\bullet \mathbb{E}\left[\phi\left(S_{N}-z_{N}-b_{N}\right)\right]$, as an element of $C_{c}(\mathbb{R})^{*}$, represents the Radon measure

$$
m_{N}(E)=\mathbb{P}\left[S_{N}-z_{N}-b_{N}\left(X_{1}, X_{N+1}\right) \in E\right] \quad(E \in \mathscr{B}(\mathbb{R})) .
$$

This is the distribution of $S_{N}$, after a shift by $z_{N}+b_{N}\left(X_{1}, X_{N+1}\right)$. The deterministic shift by $z_{N}$ cancels most of the drift $\mathbb{E}\left(S_{N}\right)$; The random shift $b_{N}$ brings $S_{N}$ back to $\delta(\mathrm{f}) \mathbb{Z}$. To understand why we need $b_{N}$, see Example 6.2.

- The limit

$$
\begin{equation*}
\mathcal{A}(\phi):=\delta(\mathrm{f}) \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(m \delta(\mathrm{f})+\mathfrak{F})], \tag{6.4}
\end{equation*}
$$

is also an element of $C_{c}(\mathbb{R})^{*}$. It represents the Radon measure $\mu_{\mathcal{A}}:=\mu_{\mathfrak{F}} * m_{\delta(\mathrm{f})}$, where $\mu_{\mathfrak{F}}(E)=\mathbb{P}(\mathfrak{F} \in E)$ and $m_{\delta(\mathrm{f})}:=\delta(\mathrm{f}) \times$ counting measure on $\delta(\mathrm{f}) \mathbb{Z}$.

- Theorem 6.3(1) says that $m_{N} \rightarrow 0$ weakly at rate $1 / \sqrt{V_{N}}$, and gives the scaling limit $\sqrt{V_{N}} m_{N} \xrightarrow[N \rightarrow \infty]{w}$ $\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \mu_{\mathcal{A}}$. In particular, for all $a<b$ such that $\mathfrak{F}$ has no atoms in $\{a, b\}+\delta(\mathrm{f}) \mathbb{Z}$, and for all $z \in \mathbb{R}$ and $z_{N} \in \delta(\mathrm{f}) \mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, we have $\mathbb{P}\left[S_{N}-z_{N}-b_{N} \in(a, b)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}} \mu_{\mathcal{A}}((a, b))$.
- On one hand, $\mu_{\mathcal{A}}(a, b) \sim|a-b|$ as $|a-b| \rightarrow \infty$ (Lemma 6.10). But for small $(a, b) \subset[0, \delta(f))$, $\mu_{\mathcal{A}}(a, b)=\mathbb{P}[\mathscr{F} \in(a, b) \bmod \delta(\mathrm{f}) \mathbb{Z}]$, which could be quite different from $|a-b|$.

In summary, Theorem 6.3(1) gives the necessary "correction" to the classical LLT (5.1) in the reducible case. This correction is significant for intervals with length $\leq \delta(\mathrm{f})$, and becomes less and less significant, as $|a-b| / \delta(\mathrm{f}) \rightarrow \infty$.

Theorem 6.3(2) is a "mixing" version of part (1), in the sense of §5.1.3. Such results are particularly useful in the reducible setup for the following reason. The random shift $b_{N}\left(X_{1}, X_{N+1}\right)$ is sometimes a nuisance, and it is tempting to turn it into a deterministic quantity by conditioning on $X_{1}, X_{N+1}$. We would have liked to say that part (1) survives such conditioning, but we cannot. The best we can say in general is that part (1) remains valid under conditioning of the form $X_{1}=x_{1}, X_{N+1} \in \mathfrak{A}_{N+1}$ provided $\mathbb{P}\left(X_{N+1} \in \mathfrak{A}_{N+1}\right)$ is bounded below. This the content of part (2). For an example how to use such a statement, see §6.2.3.

The LLT in this section is only stated for Markov chains. The reason is that to construct $\mathfrak{F}$, we need the joint distribution of ( $X_{1}, X_{2}, \ldots$ ), which is not defined for Markov arrays. For (weaker) results for arrays, see §6.2.5.

### 6.1.3 Irreducibility as a Necessary Condition for the Mixing LLT

We can use Theorem 6.3 to clarify the necessity of the irreducibility condition for the "classical" LLT expansions in Theorems 5.1 and 5.4. We begin with an example showing that strictly speaking, irreducibility is not necessary:

Example 6.4 Take $S_{N}=X_{1}+X_{2}+X_{3}+\cdots+X_{N}$ where $X_{i}$ are independent, $X_{1} \equiv 0, X_{2}$ is uniformly distributed on $[0,1]$, and $X_{3}, X_{4}, \ldots=0,1$ with equal probabilities.

Conditioned on $X_{1}$ and $X_{N}, S_{N}$ is the sum of a constant plus two independent random variables, one, $\mathbf{U}$, is uniformly distributed on $[0,1]$, and the other, $\mathbf{B}_{N}$, has the binomial distribution $B\left(\frac{1}{2}, N-2\right)$. It is not difficult to see, using the De-Moivre-Laplace LLT for the binomial distribution, that for every $z, z_{N} \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z, \forall \phi \in C_{c}(\mathbb{R}), \mathbb{E}\left[\phi\left(S_{N}-\mathbb{E}\left(S_{N}\right)\right) \mid X_{1}, X_{N}\right] \sim \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}} \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(m+\mathbf{U})] \stackrel{!}{=} \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}} \int \phi(u) \mathrm{d} u$.

So the "classical" non-lattice mixing LLT (Theorem 5.4) holds, even though our additive functional is reducible, with algebraic range $\mathbb{R}$ and essential range $\mathbb{Z}$.

Of course, the identity marked by (!) is a "coincidence," due to the particular choice of $X_{2}$. If we change $X_{2}$, it need not be valid anymore.

The next result says that irreducibility is a necessary condition for the mixing LLT, provided we impose the mixing LLT not just for $(X, f)$, but also for all $\left(X^{\prime}, f^{\prime}\right)$ obtained from $(X, f)$ by deleting finitely many terms.

Let $f$ be an additive functional on a Markov chain $X$. Denote the state spaces of $X$ by $\Im_{n}$, and write $X=\left\{X_{n}\right\}_{n \geq 1}$, $\mathfrak{f}=\left\{f_{n}\right\}_{n \geq 1}$. A sequence of events $\mathfrak{A}_{k} \subset \mathfrak{S}_{k}$ is called regular if $\mathfrak{A}_{k}$ are measurable, and $\mathbb{P}\left(X_{n} \in \mathfrak{A}_{n}\right)$ is bounded away from zero.

- We say that $(\mathrm{X}, \mathrm{f})$ satisfies the mixing non-lattice LLT if $V_{N}:=\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$, and for every regular sequence of events $\mathfrak{M}_{n} \in \mathscr{B}\left(\Im_{n}\right), x \in \mathfrak{\Xi}_{1}$, for all $z_{N}, z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, and for each non-empty interval $(a, b), \mathbb{P}_{x}\left(S_{N}-z_{N} \in(a, b) \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}|a-b|$ as $N \rightarrow \infty$.
- Fix $t>0$. We say that ( $\mathrm{X}, \mathrm{f}$ ) satisfies the mixing mod $\boldsymbol{t}$ LLT, if for every regular sequence of events $\mathfrak{A}_{n} \in \mathscr{B}\left(\Im_{n}\right), x \in \Im_{1}$, and for every non-empty interval $(a, b)$ with length less than $t$,

$$
\begin{equation*}
\mathbb{P}_{x}\left(S_{N} \in(a, b)+t \mathbb{Z} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \xrightarrow[N \rightarrow \infty]{ } \frac{|a-b|}{t} \tag{6.5}
\end{equation*}
$$

Theorem 6.5 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain. Given $m$, let $\left(\mathrm{X}_{m}, \mathrm{f}_{m}\right):=\left(\left\{X_{n}\right\}_{n \geq m},\left\{f_{n}\right\}_{n \geq m}\right)$. The following are equivalent:
(1) $f$ is irreducible with algebraic range $\mathbb{R}$; (2) $\left(\mathrm{X}_{m}, \mathrm{f}_{m}\right)$ satisfy the mixing non-lattice LLT for all $m$;
(3) $\left(\mathrm{X}_{m}, \mathrm{f}_{m}\right)$ satisfy the mixing mod $t$ LLT for all $m$ and $t$.

### 6.1.4 Universal Bounds for $\operatorname{Prob}\left[S_{N}-z_{N} \in(a, b)\right]$

So far, we have considered the problem of finding $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ up to asymptotic equivalence, and subject to assumptions on the algebraic and essential range. We now consider the problem of estimating these probabilities up to a bounded multiplicative error, but only assuming that $V_{N} \rightarrow \infty$.

We already saw that the predictions of the LLT for large intervals $(a, b)$ are nearly the same in all non center-tight cases, reducible or irreducible, lattice or non-lattice. Therefore it is reasonable to expect universal lower and upper bounds, for all sufficiently large intervals, and without further assumptions on the arithmetic structure of the range. The question is how large is "sufficiently large."

Define the graininess constant of $(\mathrm{X}, \mathrm{f})$ to be

$$
\delta(\mathrm{f}):= \begin{cases}t & G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}, \quad t>0  \tag{6.6}\\ 0 & G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R} \\ \infty & G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\{0\} .\end{cases}
$$

By Corollary 4.6, if $(\mathrm{X}, \mathrm{f})$ is uniformly elliptic and $V_{N} \rightarrow \infty$, then $\delta(\mathrm{f}) \leq$ 6ess sup $|\mathrm{f}|$.

We certainly cannot expect universal lower and upper bounds for intervals with length smaller than $\delta(\mathrm{f})$, because such intervals may fall in the gaps of the support of $S_{N}-z_{N}$. However, universal bounds do apply as soon as $|a-b|>\delta(\mathrm{f})$ :

Theorem 6.6 Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain $X$. Then for every interval $(a, b)$ of length $L>\delta(f)$, for all $\epsilon>0$ and $z_{N}, z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, for all $N$ large enough,

$$
\begin{align*}
& \mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right) \leq \frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}\left(1+\frac{21 \delta(\mathrm{f})}{L}+\epsilon\right),  \tag{6.7}\\
& \mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right) \geq \frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}\left(1-\frac{\delta(\mathrm{f})}{L}-\epsilon\right) . \tag{6.8}
\end{align*}
$$

In addition, if $0<\delta(\mathrm{f})<\infty$ and $k \delta(f) \leqq L \leqq(k+1) \delta(f), k \in \mathbb{N}$, then

$$
\begin{equation*}
\left(\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}\right) k \delta(f) \lesssim \mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right) \lesssim\left(\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}\right)(k+1) \delta(f) \tag{6.9}
\end{equation*}
$$

Here $A_{N} \lesssim B_{N}$ means that $\limsup _{N \rightarrow \infty}\left(A_{N} / B_{N}\right) \leq 1$.
Notice that the theorem makes no assumptions on the irreducibility of $f$, although it does become vacuous in the center-tight case, when $\delta(\mathrm{f})=\infty$. Note also that the bounds in this theorem are sharp in the limit $L \rightarrow \infty$.

Theorem 6.6 is an easy corollary of Theorem 6.3, see $\S 6.2 .4$, but this is an overkill. $\S 6.2 .5$ gives another proof of similar estimates, for intervals of length $L>2 \delta(\mathrm{f})$, which does not require the full force of Theorem 6.3, and which also applies to arrays. There we will also see that anti-concentration inequalities similar to (6.7) hold without any assumptions on $z_{N}$.

### 6.2 Proofs

### 6.2.1 Characteristic Functions in the Reducible Case

Throughout this section we assume that $\mathrm{X}=\left\{X_{n}\right\}$ is a uniformly elliptic Markov chain with state spaces $\Im_{n}$, marginals $\mu_{n}(E):=\mathbb{P}\left(X_{n} \in E\right)$, and transition probabilities $\pi_{n, n+1}(x, \mathrm{~d} y)=p_{n}(x, y) \mu_{n+1}(\mathrm{~d} y)$, with the uniform ellipticity condition, and ellipticity constant $\epsilon_{0}$. Given $\varphi \in L^{\infty}\left(\Im_{n} \times \mathfrak{S}_{n+1}\right)$, we let $\mathbb{E}(\varphi):=$ $\mathbb{E}\left[\varphi\left(X_{n}, X_{n+1}\right)\right]$ and $\sigma(\varphi):=\sqrt{\operatorname{Var}\left(\varphi\left(X_{n}, X_{n+1}\right)\right)}$.

As explained in §5.2.1, it is possible to express the LLT probabilities in terms of

$$
\Phi_{N}\left(x, \xi \mid \mathfrak{A}_{N+1}\right)=\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \equiv \frac{\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} 1_{\mathfrak{A}_{N+1}}\right)}{\mathbb{E}_{x}\left(1_{\mathfrak{U}_{N+1}}\right)}
$$

It will transpire that $\Phi_{N}\left(x, \xi \mid \mathfrak{A}_{N+1}\right)$ decays fast to zero for $\xi$ bounded away from the co-range $H(\mathrm{X}, \mathrm{f})$. What matters is the behavior for $\xi$ within distance $O\left(\frac{1}{\sqrt{V_{N}}}\right)$ from $H(\mathrm{X}, \mathrm{f})$. Our aim in this section is to estimate $\Phi_{N}\left(x, \xi \mid \mathfrak{A}_{N+1}\right)$ for such $\xi$.

We begin with an estimate for arrays. Suppose $\widehat{C}, K>0, \epsilon \in(0,1)$ and f is an array of real-valued functions $f_{n}^{(N)} \in L^{\infty}\left(\Im_{n} \times \Im_{n+1}\right)(1 \leq n \leq N)$ as follows:
(I) $\mathbb{E}\left(f_{n}^{(N)}\right)=0$ and ess sup $|f|<K$.
(II) Let $S_{N}:=\sum_{n=1}^{N} f_{n}^{(N)}\left(X_{n}, X_{n+1}\right)$ and $V_{N}:=\operatorname{Var}\left(S_{N}\right)$, then

$$
\begin{equation*}
V_{N} \rightarrow \infty \quad \text { and } \frac{1}{V_{N}} \sum_{n=1}^{N} \sigma^{2}\left(f_{n}^{(N)}\right) \leq \widehat{C} \tag{6.10}
\end{equation*}
$$

(III) $\mathfrak{f}=\mathbb{F}+\mathrm{h}+\mathrm{c}$, where
(a) $\mathbb{F}_{n}^{(N)}$ are measurable, integer valued, and ess sup $|\mathbb{F}|<K$.
(b) $h_{n}^{(N)}$ are measurable functions such that $\mathbb{E}\left(h_{n}^{(N)}\right)=0$, ess sup $|\mathrm{h}|<K$ and $\sum_{n=1}^{N} \sigma^{2}\left(h_{n}^{(N)}\right) \leq \epsilon$.
(c) $c_{n}^{(N)}$ are constants. Necessarily $\left|c_{n}^{(N)}\right| \leq 3 K$ and $c_{n}^{(N)}=-\mathbb{E}\left(\mathbb{F}_{n}^{(N)}\right)$. Let $c^{(N)}:=\sum_{n=1}^{N} c_{n}^{(N)}$.

We are not assuming that $\mathbb{E}\left(\mathbb{F}_{n}^{(N)}\right)=0: \mathbb{F}_{n}^{(N)}$ are integer-valued, and we do not wish to destroy this by subtracting the mean.

Lemma 6.7 Suppose (I), (II) and (III). For every $\bar{K}>0$ and $m \in \mathbb{Z}$, there are $\bar{C}, \bar{N}>0$ such that for every $N>\bar{N},|s| \leq \bar{K}, x \in \Im_{1}$, and $v_{N+1} \in L^{\infty}\left(\Im_{N+1}\right)$ with $\left\|v_{N+1}\right\|_{\infty} \leq 1$, $\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i}\left(2 \pi m+\frac{s}{\sqrt{V_{N}}}\right) S_{N}} v_{N+1}\left(X_{N+1}\right)\right)=\mathrm{e}^{2 \pi \mathrm{i} m c^{(N)}-\left(s^{2} / 2\right)} \mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)+\eta_{N}(x)$, where $\mathbb{E}(|\eta|) \leq \bar{C}\left[\sum_{n=1}^{N} \sigma^{2}\left(h_{n}^{(N)}\right)\right]^{1 / 2} \leq \bar{C} \sqrt{\epsilon}$.

Proof We will use Nagaev's perturbation operators, as in §5.2.2.
Throughout this proof, we fix the value of $N$, and drop the superscripts ${ }^{(N)}$. For example $c_{k}^{(N)}=c_{k}$ and $c^{(N)}=c$. Define $\mathcal{L}_{n, \xi}: L^{\infty}\left(\Im_{n+1}\right) \rightarrow L^{\infty}\left(\Im_{n}\right)$ by $\left(\mathcal{L}_{n, \xi} u\right)(x)=\int_{\Im_{n+1}} p_{n}(x, y) \mathrm{e}^{\mathrm{i} \xi f_{n}(x, y)} u(y) \mu_{n+1}(\mathrm{~d} y), \mathcal{L}_{n}:=\mathcal{L}_{n, 0}$.

Let $\xi=\xi(m, s):=2 \pi m+\frac{s}{\sqrt{V_{N}}}$, with $m \in \mathbb{Z}$ fixed and $|s| \leq \bar{K}$. Since $\mathbb{F}_{n}(x, y) \in \mathbb{Z}$,

$$
\mathrm{e}^{\mathrm{i} \xi f_{n}}=\exp \left[2 \pi \mathrm{i} m \mathbb{F}_{n}+\frac{\mathrm{i} s}{\sqrt{V_{N}}} \mathbb{F}_{n}+\mathrm{i} \xi c_{n}+\mathrm{i} \xi h_{n}\right]=\mathrm{e}^{2 \pi \mathrm{i} m c_{n}} \mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}}\left(\mathbb{F}_{n}+c_{n}\right)+\mathrm{i} \xi h_{n}}
$$

We split $\mathrm{e}^{-2 \pi \mathrm{i} m c_{n}} \mathcal{L}_{n, \xi}=\overline{\mathcal{L}}_{n, \xi}+\widehat{\mathcal{L}}_{n, \xi}+\widetilde{\mathcal{L}}_{n, \xi}$, where

$$
\begin{aligned}
& \left(\overline{\mathcal{L}}_{n, \xi} u\right)(x)=\int_{\Xi_{n+1}} p_{n}(x, y) \mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}}\left(\mathbb{F}_{n}(x, y)+c_{n}\right)} u(y) \mu_{n+1}(\mathrm{~d} y), \\
& \left(\widehat{\mathcal{L}}_{n, \xi} u\right)(x)=\mathrm{i} \xi \int_{\Xi_{n+1}} p_{n}(x, y) h_{n}(x, y) u(y) \mu_{n+1}(\mathrm{~d} y), \text { and } \\
& \left(\widetilde{\mathcal{L}}_{n, \xi} u\right)(x)=\int_{\Xi_{n+1}} p_{n}(x, y)\left[\mathrm{e}^{\mathrm{i} \xi h_{n}+\frac{\mathrm{i} s}{\sqrt{V_{N}}}\left(\mathbb{F}_{n}(x, y)+c_{n}\right)}-\mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}}\left(\mathbb{F}_{n}(x, y)+c_{n}\right)}-\mathrm{i} \xi h_{n}(x, y)\right] u(y) \mu_{n+1}(\mathrm{~d} y) .
\end{aligned}
$$

Preparatory Estimates $1: \exists C_{1}(\bar{K}, m)>1$ such that for every $|s| \leq \bar{K}$ and $n \geq 1$,

$$
\begin{align*}
& \left\|\mathcal{L}_{n, \xi}\right\|:=\left\|\mathcal{L}_{n, \xi}\right\|_{L^{\infty} \rightarrow L^{\infty}} \leq 1,  \tag{6.11}\\
& \left\|\mathcal{L}_{n, \xi}\right\|_{L^{1} \rightarrow L^{\infty}} \leq C_{1}(\bar{K}, m)  \tag{6.12}\\
& \left\|\overline{\mathcal{L}}_{n, \xi}\right\|:=\left\|\overline{\mathcal{L}}_{n, \xi}\right\|_{L^{\infty} \rightarrow L^{\infty}} \leq 1,  \tag{6.13}\\
& \left\|\widehat{\mathcal{L}}_{n, \xi}\right\|_{L^{\infty} \rightarrow L^{1}} \leq C_{1}(\bar{K}, m) \sigma\left(h_{n}\right)  \tag{6.14}\\
& \left\|\widetilde{\mathcal{L}}_{n, \xi}\right\|_{L^{\infty} \rightarrow L^{1}} \leq C_{1}(\bar{K}, m)\left[\sigma^{2}\left(h_{n}\right)+\frac{\sigma\left(h_{n}\right) \sigma\left(f_{n}\right)}{\sqrt{V_{N}}}\right] . \tag{6.15}
\end{align*}
$$

Proof of the Step. The first three estimates are trivial.
To see (6.14), we note that $\widehat{\mathcal{L}}_{n, \xi}$ is an integral operator whose kernel has absolute value $\left|\mathrm{i} \xi p_{n}(x, y) h_{n}(x, y)\right| \leq$ $\epsilon_{0}^{-1}|\xi|\left|h_{n}(x, y)\right|$. So $\left\|\widehat{\mathcal{L}}_{n, \xi}\right\|_{L^{\infty} \rightarrow L^{1}} \leq \epsilon_{0}^{-1}|\xi|\left\|h_{n}\right\|_{L^{1}} \leq \epsilon_{0}^{-1}\left(2 \pi|m|+\bar{K} V_{N}^{-1 / 2}\right)\left\|h_{n}\right\|_{L^{2}}$, and (6.14) follows from the identity $\left\|h_{n}\right\|_{L^{2}} \equiv \sigma\left(h_{n}\right)$, and the assumption $V_{N} \rightarrow \infty$.

Similarly, $\widetilde{\mathcal{L}}_{n, \xi}$ is an integral operator with kernel $\widetilde{k}(x, y)$ such that

$$
\begin{aligned}
& |\widetilde{k}(x, y)| \leq \epsilon_{0}^{-1}\left|\mathrm{e}^{\mathrm{i} s \frac{\mathbb{F} n(x, y)+c_{n}}{\sqrt{V_{N}}}}\left(\mathrm{e}^{\mathrm{i} \xi h_{n}}-1\right)-\mathrm{i} \xi h_{n}\right|=\epsilon_{0}^{-1}\left|\mathrm{e}^{\mathrm{i} s \frac{\mathbb{R} n(x, y)+c_{n}}{\sqrt{V_{N}}}}\left(\mathrm{i} \xi h_{n}+O\left(\xi^{2} h_{n}^{2}\right)\right)-\mathrm{i} \xi h_{n}\right| \\
& =\epsilon_{0}^{-1}\left|\mathrm{e}^{\mathrm{i} s \frac{\mathbb{P}_{n}(x, y)+c_{n}}{\sqrt{V_{N}}}}-1\right|\left|\xi h_{n}\right|+O\left(h_{n}^{2}\right)=O\left(\frac{1}{\sqrt{V_{N}}}\left|h_{n}\left(\mathbb{F}_{n}+c_{n}\right)\right|\right)+O\left(h_{n}^{2}\right) .
\end{aligned}
$$

The big Oh's are uniform on compact sets of $\xi$.
So, uniformly on compact sets of $\xi$,

$$
\left\|\widetilde{\mathcal{L}}_{n, \xi}\right\|_{L^{\infty} \rightarrow L^{1}}=O\left(V_{N}^{-1 / 2}\right) \mathbb{E}\left(\left|h_{n}\left(\mathbb{F}_{n}+c_{n}\right)\right|\right)+O\left(\left\|h_{n}\right\|_{2}^{2}\right)=O\left(V_{N}^{-1 / 2}\right)\left\|h_{n}\right\|_{2}\left\|\mathbb{F}_{n}+c_{n}\right\|_{2}+O\left(\left\|h_{n}\right\|_{2}^{2}\right)
$$

By (III), $f=\mathbb{F}+h+c$, so

$$
\begin{aligned}
& \left\|\widetilde{\mathcal{L}}_{n, \xi}\right\|_{L^{\infty} \rightarrow L^{1}}=O\left(V_{N}^{-1 / 2}\right)\left\|h_{n}\right\|_{2}\left\|f_{n}-h_{n}\right\|_{2}+O\left(\left\|h_{n}\right\|_{2}^{2}\right)=O\left(V_{N}^{-1 / 2}\right)\left\|h_{n}\right\|_{2}\left(\left\|f_{n}\right\|_{2}+\left\|h_{n}\right\|_{2}\right)+O\left(\left\|h_{n}\right\|_{2}^{2}\right) \\
& =O\left(\frac{\left\|h_{n}\right\|_{2}\left\|f_{n}\right\|_{2}}{\sqrt{V_{N}}}+\left\|h_{n}\right\|_{2}^{2}\right)=O\left(\frac{\sigma\left(h_{n}\right) \sigma\left(f_{n}\right)}{\sqrt{V_{N}}}+\sigma^{2}\left(h_{n}\right)\right)
\end{aligned}
$$

as claimed in (6.15).
Preparatory Estimates 2. There is a constant $C_{1}^{\prime}(\bar{K}, m)$ such that for all $k$,

$$
\begin{equation*}
\left\|\widehat{\mathcal{L}}_{k, \xi}\left(\overline{\mathcal{L}}_{k+1, \xi} \overline{\mathcal{L}}_{k+2, \xi}-\mathcal{L}_{k+1} \mathcal{L}_{k+2}\right)\right\|_{L^{\infty} \rightarrow L^{1}} \leq C_{1}^{\prime}(\bar{K}, m) \frac{\sigma\left(h_{k}\right)}{\sqrt{V_{N}}}\left(\sigma\left(f_{k+1}\right)+\sigma\left(f_{k+2}\right)+\sigma\left(h_{k+1}\right)+\sigma\left(h_{k+2}\right)\right) \tag{6.16}
\end{equation*}
$$

Next, let $\varphi_{k}:=\mathcal{L}_{k} \widehat{\mathcal{L}}_{k+1, \xi}$ 1, then

$$
\begin{equation*}
\mathbb{E}\left[\varphi_{k}\left(X_{k}\right)\right]=0,\left\|\varphi_{k}\right\|_{\infty} \leq C_{1}^{\prime}(\bar{K}, m)^{2} \sigma\left(h_{k+1}\right) \tag{6.17}
\end{equation*}
$$

Proof. Call the operator on the LHS of (6.16) $\mathcal{K}$. Then $(\mathcal{K} u)(x)=\iiint k(x, y, z, w) u(w) \mu_{k+1}(\mathrm{~d} y) \mu_{k+2}(\mathrm{~d} z) \mu_{k+3}(\mathrm{~d} w)$ where $k(x, y, z, w)$ equals $p_{k}(x, y) p_{k+1}(y, z) p_{k+2}(z, w) \cdot \mathrm{i} \xi h_{k}(x, y)\left(\mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}}\left(\mathbb{F}_{k+1}(y, z)+\mathbb{F}_{k+2}(z, w)+c_{k+1}+c_{k+2}\right)}-1\right)$.

Recall from (III) that $\mathbb{F}+\mathrm{c}=\mathrm{f}-\mathrm{h}$. Therefore
$|k(x, y, z, w)| \leq C p_{k}(x, y) p_{k+1}(y, z) p_{k+2}(z, w) V_{N}^{-1 / 2}\left|h_{k}(x, y)\right|\left(\left|f_{k+1}(y, z)\right|+\left|f_{k+2}(z, w)\right|+\left|h_{k+1}(y, z)\right|+\left|h_{k+2}(z, w)\right|\right)$,
and the constant depends only on $K, \bar{K}$ and $m$.
Clearly, $\|\mathcal{K}\|_{L^{\infty} \rightarrow L^{1}} \leq \iiint \int|k(x, y, z, w)| \mu_{k}(\mathrm{~d} x) \mu_{k+1}(\mathrm{~d} y) \mu_{k+2}(\mathrm{~d} z) \mu_{k+3}(\mathrm{~d} w)$. Integrating and applying the Cauchy-Schwarz inequality, we arrive at (6.16).

We continue to (6.17). By definition, $\left(\mathcal{L}_{k} u\right)\left(X_{k}\right)=\mathbb{E}\left(u\left(X_{k+1}\right) \mid X_{k}\right)$. So

$$
\mathbb{E}\left(\varphi_{k}\right)=\mathbb{E}\left(\left(\widehat{\mathcal{L}}_{k+1, \xi} 1\right)\left(X_{k+1}\right)\right)=\mathrm{i} \xi \iint p_{k+1}(x, y) h_{k+1}(x, y) \mu_{k+1}(\mathrm{~d} x) \mu_{k+2}(\mathrm{~d} y)
$$

Thus $\mathbb{E}\left(\varphi_{k}\right)=\mathrm{i} \xi \mathbb{E}\left(h_{k+1}\right)=0$. Next, by (6.12) and (6.14),

$$
\left\|\varphi_{k}\right\|_{\infty} \leq\left\|\mathcal{L}_{k}\right\|_{L^{1} \rightarrow L^{\infty}}\left\|\widehat{\mathcal{L}}_{k+1, \xi}\right\|_{L^{\infty} \rightarrow L^{1}} \leq C_{1}(\bar{K}, m)^{2} \sigma\left(h_{k+1}\right) .
$$

Preparatory Estimates 3: Let $\mathcal{L}_{k, \xi}^{\prime}:=\mathcal{L}_{k, \xi}-\mathrm{e}^{2 \pi \mathrm{i} m c_{k}} \mathcal{L}_{k}$. There is a constant $C_{1}^{\prime \prime}(\bar{K}, m)$ such that for all $k$,

$$
\begin{align*}
& \left\|\mathcal{L}_{k, \xi}^{\prime}\right\|_{L^{\infty} \rightarrow L^{1}} \leq C_{1}^{\prime \prime}\left(\frac{\sigma\left(f_{k}\right)}{\sqrt{V_{N}}}+\sigma\left(h_{k}\right)\right)  \tag{6.18}\\
& \left\|\mathcal{L}_{k-1, \xi}^{\prime} \widehat{\mathcal{L}}_{k, \xi} 1\right\|_{1} \leq C_{1}^{\prime \prime} \sigma\left(h_{k}\right)\left(\frac{\sigma\left(f_{k-1}\right)}{\sqrt{V_{N}}}+\sigma\left(h_{k-1}\right)\right) \tag{6.19}
\end{align*}
$$

Proof of the Step. $\mathcal{L}_{k, \xi}^{\prime}$ is an integral operator with kernel

$$
\mathfrak{I}(x, y):=\mathrm{e}^{2 \pi \mathrm{i} m c_{k}} p_{k}(x, y)\left(\mathrm{e}^{\mathrm{i} \xi f_{k}(x, y)-2 \pi \mathrm{i} m c_{k}}-1\right)=\mathrm{e}^{2 \pi \mathrm{i} m c_{k}} p_{k}(x, y)\left(\mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}}\left(f_{k}(x, y)-h_{k}(x, y)\right)+\mathrm{i} \xi h_{k}(x, y)}-1\right)
$$

because by (III), $\mathrm{i} \xi f_{k}-2 \pi \mathrm{i} m c_{k}=\frac{\mathrm{i} s}{\sqrt{V_{N}}}\left(f_{k}-h_{k}\right)+\mathrm{i} \xi h_{k} \bmod 2 \pi \mathbb{Z}$. Thus $|\mathrm{I}(x, y)| \leq C p_{k}(x, y)\left(\frac{\left|f_{k}(x, y)\right|}{\sqrt{V_{n}}}+\left|h_{k}(x, y)\right|\right)$.
(6.18) can now be shown as in the proof of (6.16).

The bound (6.19) has a similar proof, which we leave to the reader.
Preparatory Estimate 4: The following estimates hold uniformly in $x \in \mathfrak{\Im}_{1}$ :

$$
\begin{equation*}
\mathbb{E}\left(S_{N} \mid X_{1}=x\right)=\mathbb{E}\left(S_{N}\right)+O(1)=O(1), \operatorname{Var}\left(S_{N} \mid X_{1}=x\right)=V_{N}+O(1) \tag{6.20}
\end{equation*}
$$

Proof of the Step. By (2.11), $\mathbb{E}\left(S_{N} \mid X_{1}=x\right)-\mathbb{E}\left(S_{N}\right) \mid=O(1)$, and the estimate on $\mathbb{E}\left(S_{N} \mid X_{1}=x\right)$ follows from the assumption that $\mathbb{E}\left(f_{n}\right)=0$ for all $n$.

Let $Y_{x}:=\left(\mathrm{X}\right.$ conditioned on $\left.X_{1}=x\right)$. These Markov chains are all uniformly elliptic with the ellipticity constant of X . So, uniformly in $x$, for all $1 \leq i<j \leq N$,

$$
\begin{gathered}
\mathbb{E}_{x}\left(f_{i}^{2}\right)=\mathbb{E}\left(f_{i}^{2}\right)+O\left(\theta^{i}\right), \quad \mathbb{E}_{x}\left(f_{i} f_{j}\right)=\mathbb{E}_{x}\left(f_{i}\right) \mathbb{E}_{x}\left(f_{j}\right)+O\left(\theta^{j-i}\right)=\left[\mathbb{E}\left(f_{i}\right)+O\left(\theta^{i}\right)\right]\left[\mathbb{E}\left(f_{j}\right)+O\left(\theta^{j}\right)\right]+O\left(\theta^{j-i}\right) \\
\stackrel{!}{=} \mathbb{E}\left(f_{i}\right) \mathbb{E}\left(f_{j}\right)+O\left(\theta^{j-i}\right)=\mathbb{E}\left(f_{i} f_{j}\right)+O\left(\theta^{j-i}\right)\left(\because \mathbb{E}\left(f_{i}\right)=\mathbb{E}\left(f_{j}\right)=0\right) \\
\mathbb{E}_{x}\left(f_{i} f_{j}\right)=\mathbb{E}\left(g_{i j} \mid X_{1}=x\right), \text { where } g_{i j}:=\mathbb{E}\left(f_{i} f_{j} \mid X_{i+1}, \ldots, X_{1}\right) \\
\stackrel{!}{=} \mathbb{E}\left(g_{i j}\right)+O\left(\theta^{i}\right)=\mathbb{E}\left(f_{i} f_{j}\right)+O\left(\theta^{i}\right)\left(\because g_{i j} \text { depends only on } X_{i}, X_{i+1}\right)
\end{gathered}
$$

Therefore $\left.\left|\mathbb{E}_{x}\left(f_{i} f_{j}\right)-\mathbb{E}\left(f_{i} f_{j}\right)\right|=O\left(\min \left\{\theta^{i}, \theta^{j-i}\right\}\right\}\right)=O\left(\theta^{i / 2} \theta^{(j-i) / 2}\right)$. Summing over $1 \leq i, j \leq N$, we obtain

$$
\left|\mathbb{E}_{x}\left(S_{N}^{2}\right)-\mathbb{E}\left(S_{N}^{2}\right)\right| \leq \sum\left|\mathbb{E}_{x}\left(f_{i} f_{j}\right)-\mathbb{E}\left(f_{i} f_{j}\right)\right|=O(1)
$$

Since $\mathbb{E}\left(S_{N}\right)=0$ and $\mathbb{E}_{x}\left(S_{N}\right)=O(1), \operatorname{Var}\left(S_{N} \mid X_{1}=x\right)=\operatorname{Var}\left(S_{N}\right)+O(1)$.
We are ready to start the proof of the lemma. By (5.12), $\mathbb{E}_{x}\left[\mathrm{e}^{\mathrm{i} \xi S_{N}} v_{N+1}\left(X_{N+1}\right)\right]=\left(\mathcal{L}_{1, \xi} \mathcal{L}_{2, \xi} \cdots \mathcal{L}_{N, \xi} v_{N+1}\right)(x)$.
The decomposition $\mathrm{e}^{-2 \pi \mathrm{imc}} \boldsymbol{\mathcal { L }}_{n, \xi}=\overline{\mathcal{L}}_{n, \xi}+\widehat{\mathcal{L}}_{n, \xi}+\widetilde{\mathcal{L}}_{n, \xi}$ implies that

$$
\begin{equation*}
\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} v_{N+1}\left(X_{N+1}\right)\right)=\mathrm{e}^{2 \pi \mathrm{i} m c}\left(\bar{\Phi}_{N}(x, \xi)+\widehat{\Phi}_{N}(x, \xi)+\widetilde{\Phi}_{N}(x, \xi)\right) \tag{6.21}
\end{equation*}
$$

where $c=c^{(N)}=c_{1}+\cdots+c_{N}$, and

$$
\begin{aligned}
& \bar{\Phi}_{N}(x, \xi):=\left(\overline{\mathcal{L}}_{1, \xi} \cdots \overline{\mathcal{L}}_{N, \xi} v_{N+1}\right)(x), \\
& \widetilde{\Phi}_{N}(x, \xi):=\sum_{k=1}^{N-1} \mathrm{e}^{-2 \pi \mathrm{i} m\left(c_{1}+\cdots+c_{k-1}\right)}\left(\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widetilde{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi} \cdots \overline{\mathcal{L}}_{N, \xi} v_{N+1}\right)(x), \\
& \widehat{\Phi}_{N}(x, \xi):=\sum_{k=1}^{N-1} \mathrm{e}^{-2 \pi \mathrm{i} m\left(c_{1}+\cdots+c_{k-1}\right)}\left(\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi} \cdots \overline{\mathcal{L}}_{N, \xi} v_{N+1}\right)(x) .
\end{aligned}
$$

We analyze $\bar{\Phi}_{N}, \widetilde{\Phi}_{N}$ and $\widehat{\Phi}_{N}$ separately.

CLAIm 1: For every $m \in \mathbb{Z},\left|\bar{\Phi}_{N}(x, \xi)-\mathrm{e}^{-s^{2} / 2} \mathbb{E}_{x}\left(v_{N+1}\left(X_{N+1}\right)\right)\right| \xrightarrow[N \rightarrow \infty]{ } 0$ in $L^{1}$ uniformly in $s$ on $\{s \in \mathbb{R}:|s| \leq$ $\bar{K}\}$, and $v_{N+1} \in\left\{v \in L^{\infty}\left(\Im_{N+1}\right):\|v\| \leq 1\right\}$.
Proof of the Claim: $\bar{\Phi}_{N}(x, \xi)=\mathbb{E}_{x}\left(\exp \left(\mathrm{i} s \frac{\sum_{k=1}^{N} \mathbb{F}_{k}+c}{\sqrt{V_{N}}}\right) v_{N+1}\left(X_{N+1}\right)\right)$, and $\mathbb{E}\left(\sum_{k=1}^{N} \mathbb{F}_{n}\right)=-c$. Fix $1 \leq r \leq N$. Using the decomposition $f=\mathbb{F}+\mathrm{h}+\mathrm{c}$, we find that

$$
\frac{1}{\sqrt{V_{N}}}\left(\sum_{k=1}^{N} \mathbb{F}_{k}+c\right)=\frac{1}{\sqrt{V_{N}}} S_{N-r}+\frac{1}{\sqrt{V_{N}}}\left(O(r)-\sum_{k=1}^{N} h_{k}\right), \text { where } S_{N-r}:=\sum_{i=1}^{N-r-1} f_{i}^{(N)}
$$

By assumption III(b), the $L^{2}$ norm of the second summand is $O\left(1 / \sqrt{V_{N}}\right)$. Therefore the second term converges to 0 in probability as $N \rightarrow \infty$, and

$$
\begin{equation*}
\bar{\Phi}_{N}(x, \xi)=\mathbb{E}_{x}\left(\mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}} S_{N-r}} v_{N+1}\left(X_{N+1}\right)\right)+o(1) \tag{6.22}
\end{equation*}
$$

The rate of convergence to 0 of the error term in (6.22) depends on $r$ and $m$, but is uniform when $|s| \leq \bar{K}$ and $\left\|v_{N+1}\right\|_{\infty} \leq 1$. Next, we study the main term:

$$
\begin{align*}
& \mathbb{E}_{x}\left(\mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}} S_{N-r}} v_{N+1}\left(X_{N+1}\right)\right)=\mathbb{E}_{x}\left[\mathrm{e}^{\frac{\mathrm{i},}{\sqrt{V_{N}}} S_{N-r}} \mathbb{E}_{x}\left(v_{N+1}\left(X_{N+1}\right) \mid X_{1}, \ldots, X_{N-r}\right)\right] \\
& =\mathbb{E}_{x}\left[\mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}} S_{N-r}} \mathbb{E}_{x}\left(v_{N+1}\left(X_{N+1}\right) \mid X_{N-r}\right)\right](\text { Markov property }) \\
& \stackrel{(2.11)}{=} \mathbb{E}_{x}\left(\mathrm{e}^{\frac{\mathrm{i} s}{\sqrt{V_{N}}} S_{N-r}}\left[\mathbb{E}_{x}\left(v_{N+1}\left(X_{N+1}\right)\right)+O\left(\theta^{r}\right)\right]\right)=\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} s S_{N-r} / \sqrt{V_{N}}}\right) \mathbb{E}_{x}\left(v_{N+1}\left(X_{N+1}\right)\right)+O\left(\theta^{r}\right) \tag{6.23}
\end{align*}
$$

and the big Oh is uniform in $x$ and in $\left\|v_{N+1}\right\|_{\infty}$ (because X conditioned on $X_{1}=x$ has the same ellipticity constant for all $x$ ).

Fix $r$. By Dobrushin's CLT for X conditioned on $X_{1}=x, \frac{S_{N-r}-\mathbb{E}_{x}\left(S_{N-r}\right)}{\sqrt{\operatorname{Var}_{x}\left(S_{N-r}\right)}}$ converges in distribution to the standard normal distribution. Equation (6.20) and another mixing argument shows that

$$
\mathbb{E}_{x}\left(S_{N-r}\right)=\mathbb{E}\left(S_{N-r}\right)=O(1) \text { and } \operatorname{Var}_{x}\left(S_{N-r}\right)=V_{N}+O(1)
$$

Therefore, conditioned on $x, \frac{S_{N-r}}{\sqrt{V_{N}}}$ converges in distribution to the standard normal distribution. In particular, it is tight, and $\sup _{|s| \leq \bar{K}}\left|\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} s S_{N-r} / \sqrt{V_{N}}}\right)-\mathrm{e}^{-s^{2} / 2}\right| \underset{N \rightarrow \infty}{\longrightarrow} 0$ as $N \rightarrow \infty$, for all $x$.

The claim follows from this, (6.22), and (6.23), and the observation that a uniformly bounded sequence of functions which tends to zero pointwise, tends to zero in $L^{1}$.

CLaim 2. There exists $C_{2}(\bar{K}, m)$ such that for all $|s| \leq \bar{K}$ and $\left\|v_{N+1}\right\|_{\infty} \leq 1,\left\|\widetilde{\Phi}_{N}(x, \xi)\right\|_{L^{1}} \leq C_{2}(\bar{K}, m) \sqrt{\varepsilon}$. Proof of the Claim: We begin with the obvious estimate

$$
\left\|\widetilde{\Phi}_{N}(x, \xi)\right\|_{1} \leq\left\|\widetilde{\mathcal{L}}_{1, \xi}\right\|_{L^{\infty} \rightarrow L^{1}}\left\|\overline{\mathcal{L}}_{2, \xi}\right\| \cdots\left\|\overline{\mathcal{L}}_{N, \xi}\right\|+\sum_{k=2}^{N-1}\left(\left\|\mathcal{L}_{1, \xi}\right\| \cdots\left\|\mathcal{L}_{k-1, \xi} \widetilde{\mathcal{L}}_{k, \xi}\right\|\left\|\overline{\mathcal{L}}_{k+1, \xi}\right\| \ldots\left\|\overline{\mathcal{L}}_{N, \xi}\right\|\right)
$$

Suppose $|s| \leq \bar{K}$. By (6.13) and (6.15), the first summand is bounded above by $C_{1}(\bar{K}, m)\left[\sigma\left(h_{1}\right)^{2}+\frac{\sigma\left(h_{1}\right) \sigma\left(f_{1}\right)}{\sqrt{V_{N}}}\right]$.
Next, (6.12) and (6.15) give $\left\|\mathcal{L}_{k-1, \xi} \widetilde{\mathcal{L}}_{k, \xi}\right\| \leq C_{1}(\bar{K}, m)^{2}\left[\sigma\left(h_{k}\right)^{2}+\frac{\sigma\left(h_{k}\right) \sigma\left(f_{k}\right)}{\sqrt{V_{N}}}\right]$. The other norms are no larger than one.

Therefore $\left\|\widetilde{\Phi}_{N}(x, \xi)\right\|_{1} \leq C_{1}(\bar{K}, m)^{2} \sum_{k=1}^{N-1}\left[\sigma\left(h_{k}\right)^{2}+\frac{\sigma\left(h_{k}\right) \sigma\left(f_{k}\right)}{\sqrt{V_{N}}}\right]$. By the Cauchy-Schwarz inequality, and assumptions II and III(b),

$$
\left\|\widetilde{\Phi}_{N}(x, \xi)\right\|_{1} \leq C_{1}(\bar{K}, m)^{2} \sum_{k=1}^{N-1} \sigma\left(h_{k}\right)^{2}+C_{1}(\bar{K}, m)^{2} \sqrt{\sum_{k=1}^{N-1} \sigma^{2}\left(h_{k}\right) \cdot \frac{1}{V_{N}} \sum_{k=1}^{N-1} \sigma^{2}\left(f_{k}\right)} \leq \operatorname{const} .(\epsilon+\sqrt{\epsilon}) .
$$

CLaim 3. There exists $C_{3}(\bar{K}, m)$ such that for all $|s| \leq \bar{K}$ and $\left\|v_{N+1}\right\|_{\infty} \leq 1$, $\left\|\widehat{\Phi}_{N}(x, \xi)\right\|_{1} \leq C_{3}(\bar{K}, m) \sqrt{\varepsilon}$.
Proof of the Claim. Fix $N, v_{N+1} \in L^{\infty}\left(\varsigma_{N+1}\right)$ such that $\left\|v_{N+1}\right\|_{\infty} \leq 1$, and let $\phi_{k}(\cdot):=\left(\overline{\mathcal{L}}_{k, \xi} \cdots \overline{\mathcal{L}}_{N, \xi}\right) v_{N+1}$. Observe that $\left\|\phi_{k}\right\|_{\infty} \leq 1$, and

$$
\begin{equation*}
\left\|\widehat{\Phi}_{N}(x, \xi)\right\|_{1} \leq \sum_{k=1}^{N}\left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi} \phi_{k+1}\right\|_{1} . \tag{6.24}
\end{equation*}
$$

We will decompose $\phi=\zeta_{k}^{\prime}+\zeta_{k}^{\prime \prime}+\eta_{k}$, and then estimate the contribution to (6.24) from $\zeta_{k}^{\prime}, \zeta_{k}^{\prime \prime}$ and $\eta_{k}$.
Step 1 (Decomposition): We can decompose $\phi_{k}=\zeta_{k}^{\prime}+\zeta_{k}^{\prime \prime}+\eta_{k}$ so that $\eta_{k}:=\mathbb{E}\left(\phi_{k}\left(X_{k}\right)\right)$ (a constant function), and for all $|s| \leq \bar{K}$, there exist $\widehat{C}_{0}, \widehat{K}_{0}>0$ and $0<\widehat{\theta}_{0}<1$ such that for all $k=1, \ldots, N-2$

$$
\begin{align*}
& \left\|\zeta_{k}^{\prime}\right\|_{\infty} \leq \widehat{\theta}_{0}^{2}\left\|\zeta_{k+2}^{\prime}\right\|_{\infty}+\widehat{K}_{0}\left\|\zeta_{k+2}^{\prime \prime}\right\|_{1},  \tag{6.25}\\
& \left\|\zeta_{k}^{\prime \prime}\right\|_{1} \leq \widehat{C}_{0}\left(\frac{\sigma\left(f_{k}\right)+\sigma\left(f_{k+1}\right)+\sigma\left(h_{k}\right)+\sigma\left(h_{k+1}\right)}{\sqrt{V_{N}}}\right),  \tag{6.26}\\
& \mathbb{E}\left(\zeta_{k}^{\prime}\left(X_{k}\right)\right)=\mathbb{E}\left(\zeta_{k}^{\prime \prime}\left(X_{k}\right)\right)=0 . \tag{6.27}
\end{align*}
$$

Proof of the Step. Let $\zeta_{k}:=\phi_{k}-\eta_{k}$, a function with mean zero.
By construction, $\phi_{k}=\left(\mathcal{L}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi}\right) \phi_{k+2}$, therefore

$$
\phi_{k}=\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \eta_{k+2}+\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \zeta_{k+2}+\left(\overline{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi}-\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \phi_{k+2} .
$$

Observe that $\mathcal{L}_{k} 1=1$, so $\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \eta_{k+2}=\eta_{k+2}$. This leads to the decomposition

$$
\zeta_{k}=\underbrace{\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \zeta_{k+2}}_{\zeta_{k}^{\prime}}+\underbrace{\left(\overline{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi}-\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \phi_{k+2}+\eta_{k+2}-\eta_{k}}_{\zeta_{k}^{\prime \prime}} .
$$

Then $\zeta_{k}=\zeta_{k}^{\prime}+\zeta_{k}^{\prime \prime}$, and the pieces $\zeta_{k}^{\prime}, \zeta_{k}^{\prime \prime}$ satisfy the following recursion:

$$
\begin{align*}
\zeta_{k}^{\prime} & =\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \zeta_{k+2}^{\prime}+\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \zeta_{k+2}^{\prime \prime}  \tag{6.28}\\
\zeta_{k}^{\prime \prime} & =\left(\overline{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi}-\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \phi_{k+2}+\eta_{k+2}-\eta_{k}
\end{align*}
$$

Notice that $\zeta_{k}^{\prime}, \zeta_{k}^{\prime \prime}$ have zero means. Indeed in our setup, $\mu_{j}(E)=\mathbb{P}\left(X_{j} \in E\right)$, whence by the identities $\zeta_{k}^{\prime}=\mathcal{L}_{k} \mathcal{L}_{k+1} \zeta_{k+2}$ and $\left(\mathcal{L}_{k} u\right)(x)=\mathbb{E}\left(u\left(X_{k+1}\right) \mid X_{k}=x\right)$,

$$
\int \zeta_{k}^{\prime} \mathrm{d} \mu_{k}=\mathbb{E}\left(\zeta_{k}^{\prime}\left(X_{k}\right)\right)=\mathbb{E}\left[\mathbb{E}\left(\mathbb{E}\left(\zeta_{k+2}\left(X_{k+2}\right) \mid X_{k+1}\right) \mid X_{k}\right)\right]=\mathbb{E}\left(\zeta_{k+2}\left(X_{k+2}\right)\right)=0,
$$

and $\mathbb{E}\left(\zeta_{k}^{\prime \prime}\right)=\mathbb{E}\left(\zeta_{k}\right)-\mathbb{E}\left(\zeta_{k}^{\prime}\right)=0-0=0$.
To prove the estimates on $\left\|\zeta_{k}^{\prime}\right\|_{\infty}$, we first make the following general observations. If $\psi_{k+2} \in L^{\infty}\left(\Xi_{k+2}\right)$, then $\left(\mathcal{L}_{k} \mathcal{L}_{k+1} \psi_{k+2}\right)(x)=\int \widetilde{p}(x, z) \psi_{k+2}(z) \mu_{k+2}(\mathrm{~d} z)$, where $\widetilde{p}(x, z)=\int_{\widetilde{\Xi}_{k+1}} p_{k}(x, y) p_{k+1}(y, z) \mu_{k+1}(\mathrm{~d} y)$.

By uniform ellipticity, $\widetilde{p} \geq \epsilon_{0}$ so we can decompose $\widetilde{p}_{k}=\epsilon_{0}+\left(1-\epsilon_{0}\right) \widetilde{q}_{k}$ where $\widetilde{q}_{k}$ is a probability density. Hence, if $\psi_{k+2}$ has zero mean, then

$$
\left(\mathcal{L}_{k} \mathcal{L}_{k+1} \psi_{k+2}\right)(x)=\epsilon_{0} \int \psi_{k+2} \mathrm{~d} \mu_{k+2}+\left(1-\epsilon_{0}\right) \int \widetilde{q}_{k}(x, y) \psi_{k+2}(y) \mu_{k+2}(\mathrm{~d} y)=\left(1-\epsilon_{0}\right) \int \widetilde{q}_{k}(x, y) \psi_{k+2}(y) \mu_{k+2}(\mathrm{~d} y)
$$

Thus $\left\|\mathcal{L}_{k} \mathcal{L}_{k+1} \psi_{k+2}\right\|_{\infty} \leq\left(1-\epsilon_{0}\right)\left\|\psi_{k+2}\right\|_{\infty}$. By (6.28),

$$
\begin{aligned}
\left\|\zeta_{k}^{\prime}\right\|_{\infty} & =\left\|\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \zeta_{k+2}^{\prime}+\left(\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \zeta_{k+2}^{\prime \prime}\right\|_{\infty} \leq\left(1-\epsilon_{0}\right)\left\|\zeta_{k+2}^{\prime}\right\|_{\infty}+\left\|\mathcal{L}_{k} \mathcal{L}_{k+1} \zeta_{k+2}^{\prime \prime}\right\|_{\infty} \\
& \leq\left(1-\epsilon_{0}\right)\left\|\zeta_{k+2}^{\prime}\right\|_{\infty}+\left\|\mathcal{L}_{k}\right\|_{L^{\infty} \rightarrow L^{\infty}}\left\|\mathcal{L}_{k+1}\right\|_{L^{1} \rightarrow L^{\infty}}\left\|\zeta_{k+2}^{\prime \prime}\right\|_{1} \leq\left(1-\epsilon_{0}\right)\left\|\zeta_{k+2}^{\prime}\right\|_{\infty}+C_{1}(\bar{K}, m)\left\|\zeta_{k+2}^{\prime \prime}\right\|_{1}
\end{aligned}
$$

by (6.11) and (6.12). This proves (6.25).
Next we analyze $\left\|\zeta_{k}^{\prime \prime}\right\|_{1}$. Since $\zeta_{k}^{\prime \prime}$ has zero mean and $\eta_{k+2}-\eta_{k}$ is constant, we can write $\zeta_{k}^{\prime \prime}=$ $\widehat{\zeta}_{k}^{\prime \prime}-\mathbb{E}\left(\widehat{\zeta}_{k}^{\prime \prime}\right)$ with $\widehat{\zeta}_{k}^{\prime \prime}:=\left(\overline{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi}-\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \phi_{k+2}$. Observe that $\left(\overline{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi} u-\mathcal{L}_{k+1} \mathcal{L}_{k+2} u\right)(x)=$ $\iint k(x, y, z) u(z) \mu_{k+1}(\mathrm{~d} y) \mu_{k+2}(\mathrm{~d} z)$, where

$$
\begin{aligned}
& |k(x, y, z)| \leq \text { const. } p_{k}(x, y) p_{k+1}(y, z) \frac{|s|}{\sqrt{V_{N}}}\left|\mathbb{F}_{k}(x, z)+\mathbb{F}_{k+1}(z, y)+c_{k}+c_{k+1}\right| \\
& \leq \frac{\text { const. }}{\sqrt{V_{N}}} p_{k}(x, y) p_{k+1}(y, z)\left(\left|f_{k}(x, z)\right|+\left|f_{k+1}(z, y)\right|+\left|h_{k}(x, z)\right|+\left|h_{k+1}(z, y)\right|\right),
\end{aligned}
$$

because $\mathbb{F}+\mathrm{c}=\mathrm{f}-\mathrm{h}$.
Next, $\left\|\zeta_{k}^{\prime \prime}\right\|_{1} \leq 2\left\|\widehat{\zeta}_{k}^{\prime \prime}\right\|_{1} \leq 2 \iiint|k(x, y, z)| \mu_{k}(\mathrm{~d} x) \mu_{k+1}(\mathrm{~d} y) \mu_{k+2}(\mathrm{~d} z)\left\|\phi_{k+2}\right\|_{\infty}$. The estimate for $|k(x, y, z)|$ and the Cauchy-Schwarz inequality now lead to (6.26).

Step 2 (Contribution of $\zeta^{\prime}$ ): For some constant which depends only on $K, \bar{K}, m$,

$$
\begin{equation*}
\sum_{k}\left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi}\left(\zeta_{k+1}^{\prime}\right)\right\|_{L^{1}} \leq \text { const. } \sqrt{\varepsilon} \tag{6.29}
\end{equation*}
$$

Proof of the Step. Using (6.25) and (6.26), it is easy to see by induction that for some constant $\bar{C},\left\|\zeta_{k}^{\prime}\right\|_{\infty}$ is bounded above by

$$
\begin{aligned}
& \bar{C}\left(\widehat{\theta}_{0}^{2\left\lfloor\frac{N-k}{2}\right\rfloor}+\sum_{r=1}^{\left\lfloor\frac{N-k}{2}\right\rfloor-1} \frac{\widehat{\theta}_{0}^{2 r}\left(\sigma\left(f_{k+2 r}\right)+\sigma\left(f_{k+2 r+1}\right)+\sigma\left(h_{k+2 r}\right)+\sigma\left(h_{k+2 r+1}\right)\right)}{\sqrt{V_{N}}}\right) \\
& \leq \bar{C} \widehat{\theta}_{0}^{-1}\left(\widehat{\theta}_{0}^{N-k}+\sum_{r=1}^{N-k} \frac{\widehat{\theta}_{0}^{r}}{\sqrt{V_{N}}}\left(\sigma\left(f_{k+r}\right)+\sigma\left(h_{k+r}\right)\right)\right) .
\end{aligned}
$$

Since $\mathcal{L}_{j, \xi}$ are contractions and $\left\|\widehat{\mathcal{L}}_{k, \xi}\right\|_{L^{\infty} \rightarrow L^{1}} \leq C_{1}(\bar{K}, m) \sigma\left(h_{k}\right)$, this implies that

$$
\sum_{k}\left\|\mathcal{L}_{1, \xi} \ldots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi}\left(\zeta_{k+1}^{\prime}\right)\right\|_{L^{1}} \leq \bar{C} C_{1}(\bar{K}, m)\left[\sum_{r} \widehat{\theta}_{0}^{r} \sum_{k} \sigma\left(h_{k}\right) \frac{\sigma\left(f_{k+r}\right)+\sigma\left(h_{k+r}\right)}{\sqrt{V_{N}}}+\sum_{k} \sigma\left(h_{k}\right) \widehat{\theta}_{0}^{N-k}\right]
$$

As in the proof of Claim 2, it follows from the Cauchy Schwartz inequality, (6.10), and assumption III(b) that the sum over $k$ is $O(\sqrt{\varepsilon})$. Hence (6.29).
Step 3 (Contribution of $\eta_{k}$ ): For some constant which depends only on $\bar{K}, m, K$ and $\epsilon_{0}$,

$$
\begin{equation*}
\sum_{k}\left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi} \eta_{k+1}\right\|_{1} \leq \text { const. } \sqrt{\varepsilon} \tag{6.30}
\end{equation*}
$$

Proof of the Step. Recall that $\eta_{k+1}$ is a constant function, with value $\mathbb{E}\left(\phi_{k+1}\right)$. Since $\left\|\phi_{k+1}\right\|_{\infty} \leq 1,\left|\eta_{k+1}\right| \leq 1$. Therefore (after possibly rescaling $\eta_{k}$ ) it suffices to prove the step when $\eta_{k} \equiv 1$. Split $\mathcal{L}_{n, \xi}=\mathrm{e}^{2 \pi \mathrm{i} m c_{n}} \mathcal{L}_{n}+\mathcal{L}_{n, \xi}^{\prime}$, then for all $k \geq 2$,

$$
\begin{align*}
& \mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi}(1)=\mathrm{e}^{2 \pi \mathrm{i} m\left(c_{1}+\cdots+c_{k-1}\right)} \mathcal{L}_{1} \cdots \mathcal{L}_{k-1} \widehat{\mathcal{L}}_{k, \xi}(1) \\
& \quad+\sum_{j=1}^{k-1} \mathrm{e}^{2 \pi \mathrm{i} m\left(c_{j+1}+\cdots+c_{k-1}\right)} \mathcal{L}_{1, \xi} \cdots \mathcal{L}_{j-1, \xi} \mathcal{L}_{j, \xi}^{\prime} \mathcal{L}_{j+1} \cdots \mathcal{L}_{k-1} \widehat{\mathcal{L}}_{k, \xi}(1) . \tag{6.31}
\end{align*}
$$

The first expression on the RHS of (6.31), when $k=1$, equals $\widehat{\mathcal{L}}_{k, \xi} 1$, and has norm $\left\|\widehat{\mathcal{L}}_{k, \xi} 1\right\|_{1} \leq$ $C_{1}(\bar{K}, m) \sigma\left(h_{k}\right)$, by (6.14).

For $k \geq 2$, we use (6.17):

$$
\left\|\mathcal{L}_{1} \cdots \mathcal{L}_{k-1} \widehat{\mathcal{L}}_{k, \xi} 1\right\|_{1}=\left\|\mathcal{L}_{1} \cdots \mathcal{L}_{k-2} \varphi_{k-1}\right\|_{1} \leq\left\|\mathbb{E}\left(\varphi_{k-1}\left(X_{k-1}\right) \mid X_{1}\right)\right\|_{\infty}
$$

By (2.11) and (6.17) the last expression is bounded by $C \theta^{k} \sigma\left(h_{k}\right)$, for some constant $C$ which depends only on $\bar{K}, m, \epsilon_{0}$, and some $0<\theta<1$ which depends only on $\epsilon_{0}$. So for all $k \geq 1,\left\|\mathcal{L}_{1} \cdots \mathcal{L}_{k-1} \widehat{\mathcal{L}}_{k, \xi} 1\right\|_{1} \leq$ const. $\theta^{k} \sigma\left(h_{k}\right)$.

The second term on the RHS of (6.31) is not zero only for $k \geq 2$. If $k=2$, it has $L^{1}$ norm $\left\|\mathcal{L}_{1, \xi}^{\prime} \widehat{\mathcal{L}}_{2, \xi} 1\right\|_{1} \leq$ $C_{1}^{\prime \prime}(\bar{K}, m) \sigma\left(h_{2}\right)\left(\frac{\sigma\left(f_{1}\right)}{\sqrt{V_{N}}}+\sigma\left(h_{1}\right)\right)$, by (6.19). If $k \geq 3$, then it has $L^{1}$-norm bounded by

$$
\begin{aligned}
& \sum_{j=1}^{k-1}\left\|\mathcal{L}_{1, \xi}\right\| \cdots\left\|\mathcal{L}_{j-2, \xi}\right\| \cdot\left\|\mathcal{L}_{j-1, \xi}\right\|_{L^{1} \rightarrow L^{\infty}}\left\|\mathcal{L}_{j, \xi}^{\prime}\right\|_{L^{\infty} \rightarrow L^{1}} \text { const. } \theta^{k-j} \sigma\left(h_{k}\right) \\
& \leq \text { const. } \sum_{j=1}^{k-1}\left(\frac{\sigma\left(f_{j}\right)}{\sqrt{V_{k}}}+\sigma\left(h_{j}\right)\right) \sigma\left(h_{k}\right) \theta^{k-j}, \text { see (6.11), (6.12), (6.17), (6.18), (2.11). }
\end{aligned}
$$

Thus $\sum_{k}\left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi}(1)\right\|_{1}$ is bounded by

$$
\begin{aligned}
& C \sum_{k=1}^{N}\left(\sigma\left(h_{k}\right) \theta^{k}+\sigma\left(h_{k}\right) \sum_{j=1}^{k} \theta^{k-j}\left(\frac{\sigma\left(f_{j}\right)}{\sqrt{V_{N}}}+\sigma\left(h_{j}\right)\right)\right) \leq C \sqrt{\sum_{k=1}^{N} \sigma^{2}\left(h_{k}\right)} \sqrt{\sum_{k=1}^{N} \theta^{2 k}}+C \sum_{r=0}^{N-1} \theta^{r} \sum_{j=1}^{N}\left(\frac{\sigma\left(f_{j}\right)}{\sqrt{V_{N}}}+\sigma\left(h_{j}\right)\right) \sigma\left(h_{j+r}\right) \\
& \leq C \sqrt{\epsilon}+C \sum_{r=0}^{N-1} \theta^{r}\left[\left(\sqrt{\sum_{j=1}^{N} \frac{\sigma^{2}\left(f_{j}\right)}{V_{N}}}+\sqrt{\sum_{j=1}^{N} \sigma^{2}\left(h_{j}\right)}\right) \sqrt{\sum_{j=1}^{N} \sigma^{2}\left(h_{j+r}\right)}\right] \leq C \sqrt{\epsilon}, \text { and C depends only on } \bar{K}, m, \text { and X. }
\end{aligned}
$$

Step 4 (Contribution of $\zeta_{k}^{\prime \prime}$ ): For some constant depending only on $\bar{K}, m, K, \epsilon_{0}$,

$$
\begin{equation*}
\sum_{k}\left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi}\left(\zeta_{k+1}^{\prime \prime}\right)\right\|_{L^{1}} \leq \text { const. } \sqrt{\varepsilon} \tag{6.32}
\end{equation*}
$$

Proof of the Step. Recall that $\zeta_{k+1}^{\prime \prime} \equiv\left(\overline{\mathcal{L}}_{k, \xi} \overline{\mathcal{L}}_{k+1, \xi}-\mathcal{L}_{k} \mathcal{L}_{k+1}\right) \phi_{k+2}+\left(\eta_{k+2}-\eta_{k}\right)$. The term $\eta_{k+2}-\eta_{2}$ is a constant function with size at most two, and its contribution can be controlled as in the previous step. Let $\widehat{\zeta}_{k+1}^{\prime \prime}:=\zeta_{k+1}^{\prime \prime}-\left(\eta_{k+2}-\eta_{k}\right)$, then:

$$
\begin{aligned}
& \left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi}\left(\widehat{\zeta}_{k+1}^{\prime \prime}\right)\right\|_{1} \leq\left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-1, \xi} \widehat{\mathcal{L}}_{k, \xi}\left(\widehat{\zeta}_{k+1}^{\prime \prime}\right)\right\|_{\infty} \\
& \leq\left\|\mathcal{L}_{1, \xi} \cdots \mathcal{L}_{k-2, \xi}\right\|_{L^{\infty} \rightarrow L^{\infty}} \cdot\left\|\mathcal{L}_{k-1, \xi}\right\|_{L^{1} \rightarrow L^{\infty}}\left\|\widehat{\mathcal{L}}_{k, \xi}\left(\widehat{\zeta}_{k+1}^{\prime \prime}\right)\right\|_{L^{\infty} \rightarrow L^{1}} \\
& \quad! \\
& \leq 1 \cdot C_{1}(\bar{K}, m) \cdot C_{1}^{\prime}(\bar{K}, m) \frac{\sigma\left(h_{k}\right)}{\sqrt{V_{N}}}\left(\sigma\left(f_{k+1}\right)+\sigma\left(f_{k+2}\right)+\sigma\left(h_{k+1}\right)+\sigma\left(h_{k+2}\right)\right)
\end{aligned}
$$

see (6.11), (6.12), and (6.16).
Now we sum over $k$, and apply the Cauchy-Schwarz inequality and assumptions II and III. Step 4 follows.
Claim 3 follows from Steps 1-4.
Lemma 6.7 follows from Claims 1-3 and (6.21).
We now return to the proof of Theorem 6.3. Let $f=\left\{f_{n}\right\}$ be a non center-tight a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain $X=\left\{X_{n}\right\}$ with state spaces $\Im_{n}$ and marginals $\mu_{n}(E)=\mathbb{P}\left(X_{n} \in\right.$ $E)$. In particular, $V_{N} \rightarrow \infty$. Without loss of generality, $\delta(\mathrm{f})=1, G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{Z}$, and $\mathbb{E}\left(f_{n}\right)=0$ for all $n$.

By the reduction lemma (Lemma 4.16), $f=\mathbb{F}+\nabla \mathrm{a}+\mathrm{h}+\mathrm{c}$, where $G_{\text {alg }}(\mathrm{X}, \mathbb{F})=\mathbb{Z}, \mathrm{h}$ has summable variances, $\mathrm{c}=\left\{c_{n}\right\}$ are constants, and $\mathbb{F}, \mathrm{a}, \mathrm{h}, \mathrm{c}$ are a.s. uniformly bounded. We make the following additional assumptions:
(IV) $\mathbb{F}_{n}$ are integer-valued;
(V) $\mathbb{E}\left(h_{n}\right)=0, c_{n}=-\mathbb{E}\left(\mathbb{F}_{n}\right)$;
(VI) $\mathrm{a} \equiv 0$. In particular, $\mathrm{f}=\mathbb{F}+\mathrm{h}+\mathrm{c}$.

Assumptions (IV) and (V) can be arranged using $G_{\text {alg }}(\mathrm{X}, \mathbb{F})=\mathbb{Z}$ and $\mathbb{E}\left(f_{n}\right)=0$, by trading constants with $c_{n}$. Assumption (VI) is a genuine assumption. Let

$$
\begin{equation*}
c(N):=-\sum_{k=1}^{N} \mathbb{E}\left[\mathbb{F}_{k}\left(X_{k}, X_{k+1}\right)\right] \tag{6.33}
\end{equation*}
$$

By Theorem 3.12 and the uniform ellipticity assumption, $\mathfrak{H}\left(X_{1}, X_{2}, \ldots\right):=\sum_{n=1}^{\infty} h_{n}\left(X_{n}, X_{n+1}\right)$ converges almost surely. Here it is essential that X be a Markov chain and not just a Markov array.

Proposition 6.8 Suppose (IV), (V) and (VI). Let $v_{N+1} \in L^{\infty}\left(\Im_{N+1}\right)$ be non-negative functions such that $\left\|v_{N+1}\right\|_{\infty} \neq 0$, and for some $\bar{\delta}>0$,

$$
\begin{equation*}
\mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right) \geq \bar{\delta}\left\|v_{N+1}\right\|_{\infty} \tag{6.34}
\end{equation*}
$$

Then for all $m \in \mathbb{Z}, s \in \mathbb{R}$ and $x \in \Im_{1}$,

$$
\begin{equation*}
\frac{\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i}\left(2 \pi m+\frac{s}{\sqrt{V_{N}}}\right) S_{N}} v_{N+1}\left(X_{N+1}\right)\right)}{\mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)}=\mathrm{e}^{2 \pi \mathrm{i} m c(N)-\frac{s^{2}}{2}} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi m \mathrm{i} 5}\right)+o(1) \tag{6.35}
\end{equation*}
$$

as $N \rightarrow \infty$, where the $o(\cdot)$ term converges to 0 uniformly when $|m+i s|$ are bounded, $v_{N+1}$ are bounded, and (6.34) holds.

Proof Since the LHS of (6.35) remains unchanged upon multiplying $v_{N+1}$ by a constant, we may assume that $\left\|v_{N+1}\right\|_{\infty}=1$.

Fix $\epsilon>0$ small and $r$ so large that $\sum_{k=r}^{\infty} \operatorname{Var}\left(h_{k}\right)<\epsilon$. Fix $N$. Applying Lemma 4.19 to $\left\{\mathbb{F}_{n}\right\}_{n=r}^{N}$, we obtain the following decomposition:

$$
\mathbb{F}_{n}\left(x_{n}, x_{n+1}\right)=\mathfrak{a}_{n+1}^{(N)}\left(x_{n+1}\right)-\mathfrak{a}_{n}^{(N)}\left(x_{n}\right)+\mathfrak{c}_{n}^{(N)}+\widetilde{f}_{n}^{(N)}\left(x_{n}, x_{n+1}\right)
$$

where $\mathfrak{c}_{n}^{(N)}$ are bounded integers, and $\mathfrak{a}_{n}^{(N)}(\cdot), \widetilde{f}_{n}^{(N)}(\cdot, \cdot)$ are uniformly bounded measurable integer-valued functions such that $\sum_{n=r}^{N}\left\|\widetilde{f}_{n}^{(N)}\right\|_{2}^{2}=O\left(\sum_{n=r}^{N} u_{n}^{2}(\mathbb{F})\right)$.

There is no loss of generality in assuming that $\mathfrak{a}_{N+1}^{(N)}=\mathfrak{a}_{r}^{(N)}=0$, otherwise replace $\widetilde{f}_{r}^{(N)}(x, y)$ by $\widetilde{f}_{r}^{(N)}(x, y)-$ $\mathfrak{a}_{r}^{(N)}(x)$, and $\widetilde{f}_{N}^{(N)}(x, y)$ by $\widetilde{f}_{N}^{(N)}(x, y)+\mathfrak{a}_{N+1}^{(N)}(y)$. Then

$$
\begin{equation*}
\sum_{n=r}^{N} \mathbb{F}_{n}=\sum_{n=r}^{N}\left(\mathfrak{c}_{n}^{(N)}+\widetilde{f}_{n}^{(N)}\right) \tag{6.36}
\end{equation*}
$$

This and the identity $f=\mathbb{F}+h+c$ gives

$$
\begin{equation*}
S_{N}-S_{r-1}=\sum_{n=r}^{N} f_{n}=\sum_{n=r}^{N}\left[\mathfrak{c}_{n}^{(N)}+\widetilde{f}_{n}^{(N)}+h_{n}+c_{n}\right]=\sum_{n=r}^{N}\left[\widetilde{f}_{n}^{(N)}+h_{n}-\mathbb{E}\left(\widetilde{f}_{n}^{(N)}+h_{n}\right)\right], \quad \because \mathbb{E}\left(S_{N}-S_{r}\right)=0 \tag{6.37}
\end{equation*}
$$

Let $g$ denote the array with rows $g_{n}^{(N)}:=\widetilde{f}_{n}^{(N)}+h_{n}-\mathbb{E}\left(\widetilde{f}_{n}^{(N)}+h_{n}\right)(n=r, \ldots, N), N>r$. We claim that $g$ satisfies assumptions (I)-(III) of Lemma 6.7. (I) is clear, and (III) holds by choice of $r$ and because $\widetilde{f}_{n}^{(N)}$ is integer-valued. Next we check (II):

$$
\begin{aligned}
& \sum_{n=1}^{N} \sigma^{2}\left(g_{n}^{(N)}\right)=\sum_{n=1}^{N} \sigma^{2}\left(\widetilde{f}_{n}^{(N)}+h_{n}\right)=\sum_{n=1}^{N}\left[\sigma^{2}\left(\widetilde{f}_{n}^{(N)}\right)+\sigma^{2}\left(h_{n}+2 \operatorname{Cov}\left(\widetilde{f}_{n}^{(N)}, h_{n}\right)\right] \leq \sum_{n=1}^{N}\left[\sigma^{2}\left(\widetilde{f}_{n}^{(N)}\right)+\sigma^{2}\left(h_{n}\right)+2 \sigma\left(\widetilde{f}_{n}^{(N)}\right) \sigma\left(h_{n}\right)\right]\right. \\
& \leq 2 \sum_{n=1}^{N}\left[\sigma^{2}\left(\widetilde{f}_{n}^{(N)}\right)+\sigma^{2}\left(h_{n}\right)\right]=O\left(\sum_{n=r}^{N} u_{n}^{2}(\mathbb{F})\right)+O(1), \text { by choice of } \widetilde{\mathrm{f}} \text { and } \mathrm{h} .
\end{aligned}
$$

Since $\mathrm{f}=\mathbb{F}+\mathrm{h}+\mathrm{c}, u_{n}^{2}(\mathbb{F})=u_{n}^{2}(\mathrm{f}-\mathrm{h}-\mathrm{c}) \leq 2\left[u_{n}^{2}(\mathrm{f})+u_{n}^{2}(\mathrm{~h})\right]$, see Lemma 2.16(4). Thus by Theorem 3.7 and the assumption that $h$ has summable variances,

$$
\sum_{n=r}^{N} u_{n}^{2}(\mathbb{F}) \leq 2 \sum_{n=r}^{N}\left[u_{n}^{2}(f)+u_{n}^{2}(h)\right]=O\left(\operatorname{Var}\left(S_{N}-S_{r}\right)\right)+O(1)=O\left(\operatorname{Var}\left(S_{N}-S_{r}\right)\right)
$$

We now apply Lemma 6.7 to g , and deduce that for every $\bar{K}>0$ and $m \in \mathbb{Z}$ there are $\bar{C}, \bar{N}>0$ such that for all $N>\bar{N}+r,|s| \leq \bar{K}$, and $v_{N+1}$ in the unit ball of $L^{\infty}$

$$
\begin{aligned}
& \mathbb{E}\left(\left.\mathrm{e}^{\mathrm{i}\left(2 \pi m+\frac{s}{\sqrt{V_{N}}}\right)\left(S_{N}-S_{r-1}\right)} v_{N+1}\left(X_{N+1}\right) \right\rvert\, X_{r}\right) \\
& =\mathrm{e}^{2 \pi \mathrm{i} m c^{(N)}} \cdot \mathrm{e}^{-s^{2} / 2} \mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)+\eta_{N-r}\left(X_{r}\right),
\end{aligned}
$$

where $c^{(N)}:=-\sum_{n=r}^{N} \mathbb{E}\left(\widetilde{f}_{n}^{(N)}\right)$ and $\left\|\eta_{N-r}\right\|_{1} \leq \bar{C} \sqrt{\epsilon}$. Since $\left\|v_{N+1}\right\|_{\infty}=1$, we also have the trivial bound $\left\|\eta_{N-r}\right\|_{\infty} \leq 2$.

We are ready to prove the proposition:

$$
\begin{aligned}
& \frac{\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i}\left(2 \pi m+\frac{s}{\sqrt{V_{N}}}\right) S_{N}} v_{N+1}\left(X_{N+1}\right)\right)}{\mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)}=\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i}\left(2 \pi m+\frac{s}{\sqrt{V_{N}}}\right) S_{r-1}} \frac{\mathbb{E}\left(\left.\mathrm{e}^{\mathrm{i}\left(2 \pi m+\frac{s}{\sqrt{V_{n}}}\right)\left(S_{N}-S_{r-1}\right)} v_{N+1}\left(X_{N+1}\right) \right\rvert\, X_{r}\right)}{\mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)}\right) \\
& =\mathbb{E}_{x}\left[\mathrm{e}^{\mathrm{i}\left(2 \pi m+\frac{s}{\sqrt{V_{N}}}\right) S_{r-1}}\left(\mathrm{e}^{2 \pi \mathrm{i} m c^{(N)}-s^{2} / 2}+\frac{\eta_{N-r}\left(X_{r}\right)}{\mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)}\right)\right] \\
& =\underbrace{\mathrm{e}^{2 \pi \mathrm{i} m c^{(N)}-s^{2} / 2} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m S_{r-1}+o(1)}\right)}_{A}+O\left(\bar{\delta}^{-1}\right) \underbrace{\mathbb{E}_{x}\left(\left|\eta_{N-r}\left(X_{r}\right)\right|\right)}_{B}, \text { as } N \rightarrow \infty .
\end{aligned}
$$

Summand A: By assumption, $f=\mathbb{F}+h+c$ with $\mathbb{F}$ integer valued. Necessarily,

$$
\begin{equation*}
\exp \left(2 \pi \mathrm{i} m S_{r-1}\right)=\exp \left(2 \pi \mathrm{i} m \mathfrak{H}_{r}+2 \pi \mathrm{i} m \widetilde{c}^{(r-1)}\right) \tag{6.38}
\end{equation*}
$$

where $\mathfrak{S}_{r}:=\sum_{k=1}^{r-1} h_{k}\left(X_{k}, X_{k+1}\right)$ and $\widehat{c}^{(r-1)}:=\sum_{k=1}^{r-1} c_{k}=-\mathbb{E}\left(\sum_{k=1}^{r-1} \mathbb{F}_{k}\left(X_{k}, X_{k+1}\right)\right)$. Substituting (6.38) in $A$, we obtain

$$
A=\mathrm{e}^{2 \pi \mathrm{i} m\left[c^{(N)}+\widehat{c}^{(r-1)}\right]-s^{2} / 2} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{H}_{r}}\right)
$$

We claim that $c^{(N)}+\widehat{c}^{(r-1)}=c(N) \bmod \mathbb{Z}$ :

$$
\begin{aligned}
c(N) & \equiv-\sum_{k=1}^{N} \mathbb{E}\left(\mathbb{F}_{k}\right) \stackrel{!}{=}-\sum_{k=1}^{r-1} \mathbb{E}\left(\mathbb{F}_{k}\right)-\sum_{k=r}^{N} \mathbb{E}\left(\widetilde{f}_{k}^{(N)}\right)-\sum_{k=r}^{N} \mathfrak{c}_{k}^{(N)}, \quad \text { by }(6.36) \\
& \equiv \widehat{c}^{(r-1)}+c^{(N)}-\sum_{k=r}^{N} \mathfrak{c}_{k}^{(N)} \stackrel{!}{=} \widehat{c}^{(r-1)}+c^{(N)} \quad \bmod \mathbb{Z}, \quad \text { because } \mathfrak{c}_{k}^{(N)} \in \mathbb{Z} .
\end{aligned}
$$

The following bound holds uniformly when $\xi$ varies in a compact domain, by the choice of $r$, Lemma 3.4, and the Cauchy-Schwarz inequality:

$$
\left|\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi \mathfrak{G}}\right)-\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi \mathfrak{S}_{r}}\right)\right| \leq|\xi| \mathbb{E}_{x}\left(\left|\mathfrak{H}-\mathfrak{H}_{r}\right|\right) \leq|\xi| \operatorname{Var}\left(\sum_{k=r}^{\infty} h_{k}\left(X_{k}, X_{k+1}\right)\right)^{\frac{1}{2}}=O(\sqrt{\epsilon})
$$

It follows that $A=[1+o(1)] \mathrm{e}^{2 \pi \mathrm{i} m c(N)-s^{2} / 2} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{H}}\right)+O(\sqrt{\varepsilon})$.
Summand B: By the exponential mixing of X , for all $N$ large enough,

$$
B=\mathbb{E}_{x}\left(\left|\eta_{N-r}\left(X_{r}\right)\right|\right)=\mathbb{E}\left(\left|\eta_{N-r}\left(X_{r}\right)\right|\right)+o(1)=O(\sqrt{\epsilon}) .
$$

Thus the left-hand-side of (6.35) equals $\mathrm{e}^{2 \pi \mathrm{i} m c(N)-s^{2} / 2} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{F}+o(1)}\right)+O(\sqrt{\epsilon})$. The lemma follows, because $\epsilon$ was arbitrary.

### 6.2.2 Proof of the LLT in the Reducible Case

We prove Theorem 6.3.
It is sufficient to prove parts 2 and 3 , on $\mathbb{E}_{x}\left(\phi\left(S_{N}-z_{N}-b_{N}\right) \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)$. Part 1, which deals with $\mathbb{E}\left(\phi\left(S_{N}-z_{N}-b_{N}\right)\right)$, can be deduced as follows: The conditioning on $X_{1}=x$ can be removed using Lemma 2.27; and the conditioning on $X_{N+1} \in \mathfrak{A}_{N+1}$ can be removed by taking $\mathfrak{A}_{N+1}:=\mathfrak{G}_{N+1}$.

Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain $X$, and assume $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\delta(\mathrm{f}) \mathbb{Z}$ with $\delta(\mathrm{f}) \neq 0$.

We begin with some reductions. By Theorem 4.5, $f$ has an optimal reduction, and we can write $f=\mathbb{F}+F$ where $\mathbb{F}$ has algebraic range $\delta(\mathrm{f}) \mathbb{Z}$ and F is a.s. uniformly bounded and center-tight. Trading constants in $\delta(\mathrm{f}) \mathbb{Z}$ between $\mathbb{F}_{n}$ and $\mathrm{F}_{n}$ we can arrange for $\mathbb{F}_{n}$ to be a.s. $\delta(\mathrm{f}) \mathbb{Z}$-valued.

Let $t=[t]_{\mathbb{Z}}+\{t\}_{\mathbb{Z}}$ denote the unique decomposition of $t \in \mathbb{R}$ into the ordered sum of an integer and a number in $[0,1)$. Replacing F by $\{\mathrm{F}\}_{\delta(\mathrm{f}) \mathbb{Z}}$ and $\mathbb{F}$ by $\mathbb{F}+[\mathrm{F}]_{\delta(\mathrm{f}) \mathbb{Z}}$, we can also arrange ess sup $|\mathrm{F}| \leq \delta(\mathrm{f})$.

By the gradient lemma (Lemma 3.14), we can decompose

$$
F=\nabla a+\widetilde{f}+\widetilde{c}
$$

where ess sup $|\mathrm{a}| \leq 2$ ess sup $|\mathrm{F}|, \widetilde{\mathrm{f}}$ has summable variances, and $\widetilde{c}_{n}$ are constants. Let $f_{n}^{*}:=\frac{1}{\delta(\mathrm{f})}\left[f_{n}-\nabla a_{n}-\right.$ $\left.\mathbb{E}\left(f_{n}-\nabla a_{n}\right)\right]$, then $G_{\text {ess }}\left(\mathrm{X}, \mathrm{f}^{*}\right)=\mathbb{Z}$, and

$$
\begin{equation*}
\mathrm{f}^{*}=\frac{1}{\delta(\mathrm{f})} \mathbb{F}+\mathrm{h}+\mathrm{c}, \tag{6.39}
\end{equation*}
$$

where $h_{n}:=\frac{1}{\delta(f)}\left[\widetilde{f_{n}}-\mathbb{E}\left(\widetilde{f_{n}}\right)\right]$ is a centered additive functional with summable variances, and $c_{n}:=\frac{1}{\delta(f)}\left[\widetilde{c}_{n}+\right.$ $\left.\mathbb{E}\left(\widetilde{f_{n}}\right)-\mathbb{E}\left(f_{n}-\nabla a_{n}\right)\right]$.
A Special Case: We begin with the special case when

$$
\begin{equation*}
\delta(\mathrm{f})=1, \quad \mathbb{E}\left(f_{n}\right)=0 \quad \text { for all } n, \quad \text { and } \quad \mathrm{a} \equiv 0 \tag{6.40}
\end{equation*}
$$

In this case $f=f^{*}$, and (6.39) places us in the setup of Proposition 6.8. Given this proposition, the proof of part (2) of the theorem is very similar to the proof of the mixing LLT in the irreducible non-lattice case, but we give it for completeness.

$$
\begin{gathered}
\text { As in (6.33), let } c(N):=-\sum_{k=1}^{N} \mathbb{E}\left[\mathbb{F}_{k}\left(X_{k}, X_{k+1}\right)\right], \mathfrak{G}:=\sum_{n=1}^{\infty} h_{n}\left(X_{n}, X_{n+1}\right) \text {, and } \\
b_{N}:=\{c(N)\}_{\mathbb{Z}} .
\end{gathered}
$$

Fix $\phi \in L^{1}(\mathbb{R})$ such that $\operatorname{supp}(\widehat{\phi}) \subset[-L, L]$, and let $v_{N+1}$ denote the indicator function of $\mathfrak{A}_{N+1}$. By the Fourier inversion formula

$$
\begin{align*}
& \mathbb{E}_{x}\left(\phi\left(S_{N}-b_{N}-z_{N}\right) \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \\
& =\frac{1}{2 \pi} \int_{-L}^{L} \widehat{\phi}(\xi) \frac{\mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi\left(S_{N}-b_{N}-z_{N}\right)} v_{N+1}\left(X_{N+1}\right)\right)}{\mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)} \mathrm{d} \xi . \tag{6.41}
\end{align*}
$$

Our task is to find the asymptotic behavior of (6.41) in case $z_{N} \in \mathbb{Z}, \frac{z_{N}}{\sqrt{V_{N}}} \rightarrow z$.
Let $K:=$ ess $\sup |\mathrm{f}|$ and recall the constant $\widetilde{\delta}=\widetilde{\delta}(K)$ from Lemma 5.8. Split $[-L, L]$ into a finite collection of subintervals $I_{j}$ of length less than $\min \{\widetilde{\delta}, \pi\}$, in such a way that every $I_{j}$ is either bounded away from $2 \pi \mathbb{Z}$, or intersects it an unique point $2 \pi m$ exactly at its center. Let $J_{j, N}$ denote the contribution of $I_{j, N}$ to (6.41).

If $I_{j} \cap 2 \pi \mathbb{Z} \neq \varnothing$, then the center of $I_{j}$ equals $2 \pi m$ for some $m \in \mathbb{Z}$. Fix some large $R$. Let $J_{j, N}^{\prime}$ be the contribution to (6.41) from $\left\{\xi \in I_{j}:|\xi-2 \pi m| \leq R V_{N}^{-1 / 2}\right\}$, and let $J_{j, N}^{\prime \prime}$ be the contribution to (6.41) from $\left\{\xi \in I_{j}:|\xi-2 \pi m|>R V_{N}^{-1 / 2}\right\}$.

Working as in Claim 2 in §5.2.4, one can show that for every $R$,

$$
\left|J_{j, N}^{\prime \prime}\right| \leq C \int_{|u|>R V_{N}^{-1 / 2}} \mathrm{e}^{-c V_{N} u^{2}} \mathrm{~d} u \leq C \frac{\mathrm{e}^{-c R^{2}}}{R \sqrt{V_{N}}}=\frac{o_{R \rightarrow \infty}(1)}{\sqrt{V_{N}}} .
$$

Thus the main contribution comes from $J_{j, N}^{\prime}$. We make the change of variables $\xi=2 \pi m+\frac{s}{\sqrt{V_{N}}}$. Since $z_{N} \in \mathbb{Z}$ and $b_{N}=\{c(N)\}_{\mathbb{Z}}$, we have

$$
\xi\left(S_{N}-b_{N}-z_{N}\right)=\xi S_{N}-2 \pi m c(N)-\frac{s}{\sqrt{V_{N}}}\left(z_{N}+\{c(N)\}_{\mathbb{Z}}\right) \bmod 2 \pi
$$

So $J_{j, N}^{\prime}$ is equal to

$$
\frac{1}{2 \pi \sqrt{V_{N}}} \int_{-R}^{R} \widehat{\phi}\left(2 \pi m+\frac{s}{\sqrt{V_{N}}}\right) \frac{\mathrm{e}^{-2 \pi \mathrm{i} m c(N)} \mathbb{E}_{x}\left(\mathrm{e}^{\mathrm{i} \xi S_{N}} v_{N+1}\left(X_{N+1}\right)\right)}{\mathbb{E}\left(v_{N+1}\left(X_{N+1}\right)\right)} \mathrm{e}^{-\mathrm{i} s \frac{z_{N}+O(1)}{\sqrt{V_{N}}}} \mathrm{~d} s
$$

Fixing $R$ and letting $N \rightarrow \infty$, we see by Proposition 6.8 that

$$
\begin{align*}
& \sqrt{V_{N}} J_{j, N}^{\prime}=\frac{1}{2 \pi} \widehat{\phi}(2 \pi m) \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{F}}\right) \int_{|s|<R} \mathrm{e}^{-\mathrm{i} s z-s^{2} / 2} \mathrm{~d} s+o_{N \rightarrow \infty}(1  \tag{1}\\
& \quad=\frac{1}{\sqrt{2 \pi}} \widehat{\phi}(2 \pi m) \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{H}}\right) \mathrm{e}^{-z^{2} / 2}+o_{R \rightarrow \infty}(1)+o_{N \rightarrow \infty}(1)
\end{align*}
$$

Combining the estimates for $J_{j, N}^{\prime}, J_{j, N}^{\prime \prime}$, we obtain that if $I_{j}$ intersects $2 \pi \mathbb{Z}$, then

$$
\lim _{N \rightarrow \infty} \sqrt{V_{N}} J_{j, N}=\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{H}}\right) \widehat{\phi}(2 \pi m)
$$

If $I_{j} \cap 2 \pi \mathbb{Z}=\varnothing$, then $\sum d_{n}^{2}(\xi)=\infty$ uniformly on $I_{j}$ (Theorem 4.9). Thus by (5.19), $\Phi_{N}(x, \xi) \rightarrow 0$ uniformly on $I_{j}$. In this case we can argue as in the proof of (5.29) and show that the contribution of $I_{j}$ to the integral (6.41) is $o\left(V_{N}^{-1 / 2}\right)$. Hence,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}_{x}\left(\phi\left(S_{N}-b_{N}-z_{N}\right) \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \\
& =\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z} \cap[-L, L]} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{H}}\right) \widehat{\phi}(2 \pi m)=\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \mathfrak{H}}\right) \widehat{\phi}(2 \pi m) \\
& =\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} m \widetilde{F}}\right) \widehat{\phi}(2 \pi m), \text { where } \mathfrak{F} \in[0,1), \mathfrak{F}:=\mathfrak{H} \bmod \mathbb{Z} \\
& =\frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \overline{\left(C_{x} \phi\right)}(2 \pi m), \text { where }\left(C_{x} \phi\right)(t):=\mathbb{E}_{x}[\phi(t+\tilde{F})], \\
& \stackrel{!}{=} \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}}\left(C_{x} \phi\right)(m) \equiv \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}_{x}[\phi(m+\mathfrak{F})],
\end{aligned}
$$

by Poisson's summation formula.
This proves part (2) of the theorem, in the special case (6.40), and in particular for the additive functional

$$
\mathrm{f}^{*}=\frac{1}{\delta(\mathrm{f})}[\mathrm{f}-\nabla \mathrm{a}-\mathbb{E}(\mathrm{f}-\nabla \mathrm{a})]
$$

Proof of the Theorem in the General Case: $\mathfrak{f}-\mathbb{E}(f)=\delta(f) f^{*}+\nabla a-\mathbb{E}(\nabla a)$, so

$$
S_{N}(\mathrm{f})-\mathbb{E}\left[S_{N}(\mathrm{f})\right] \equiv \delta(\mathrm{f}) S_{N}\left(\mathrm{f}^{*}\right)+a_{N+1}\left(X_{N+1}\right)-a_{1}\left(X_{1}\right)+\mathbb{E}\left[a_{1}\left(X_{1}\right)-a_{N+1}\left(X_{N+1}\right)\right] .
$$

Since part (2) of Theorem 6.3 holds for $f^{*}$ with $\mathfrak{F}=\left\{\sum h_{n}\right\} \in[0,1)$ and $b_{N}=\{c(N)\}_{\mathbb{Z}}$, it must also hold for $f$ with $\delta(f) \mathscr{F}$ and

$$
b_{N}\left(X_{1}, X_{N+1}\right):=\delta(\mathrm{f})\{c(N)\}_{\mathbb{Z}}+a_{N+1}\left(X_{N+1}\right)-a_{1}\left(X_{1}\right)+\mathbb{E}\left[a_{1}\left(X_{1}\right)-a_{N+1}\left(X_{N+1}\right)\right] .
$$

Clearly $\left|b_{N}\right| \leq \delta(\mathrm{f})+4$ ess sup $|\mathrm{a}|$. Recalling that ess sup $|\mathrm{a}| \leq 2$ ess sup $|\mathrm{F}| \leq 2 \delta(\mathrm{f})$, we find that ess sup $\left|b_{N}\right| \leq$ $9 \delta(\mathrm{f})$, proving part (3) as well.

As we explained in the beginning of the proof, part (1) of Theorem 6.3 is a special case of part (2).

### 6.2.3 Necessity of the Irreducibility Assumption

Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain $X$. Recall that $\mathrm{f}_{r}=\left\{f_{n}\right\}_{n \geq r}$ and $\mathrm{X}_{r}=\left\{X_{n}\right\}_{n \geq r}$. In this section we prove Theorem 6.5, which asserts the equivalence of the following three conditions:
(a) $f$ is irreducible with algebraic range $\mathbb{R}$.
(b) $\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)$ satisfies the mixing non-lattice LLT, for all $r$.
(c) $\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)$ satisfies the mixing $\bmod t$ LLT for all $r$ and $t>0$.
$\mathbf{( a )} \Rightarrow \mathbf{( b )}$ : By Theorem 4.4, if (a) holds then $H(\mathrm{X}, \mathrm{f})=\{0\}$. Clearly, $H\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)=H(\mathrm{X}, \mathrm{f})$ for all $r$, therefore $H\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)=\{0\}$ for all $r$. By Theorem 4.4, $\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)$ are all irreducible with essential range $\mathbb{R}$. Part (b) now follows from Theorem 5.4.
(b) $\Rightarrow \mathbf{( a )}$ : Without loss of generality, $\mathbb{E}\left(f_{n}\left(X_{n}, X_{n+1}\right)\right)=0$ for all $n$.

If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$ then f is irreducible with algebraic range $\mathbb{R}$, and we are done. Assume by way of contradiction that $G_{\text {ess }}(\mathrm{X}, \mathrm{f}) \neq \mathbb{R}$, then $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ for some $t$. If $t$ were equal to zero, then ( $\left.\mathrm{X}, \mathrm{f}\right)$ would have been centertight, and $V_{N}$ would have been bounded (Theorem 3.8). By the definition of the mixing non-lattice LLT, $V_{N} \rightarrow \infty$, so $t \neq 0$. There is no loss of generality in assuming that $t=1$. So

$$
G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{Z} \text { and } H(\mathrm{X}, \mathrm{f})=2 \pi \mathbb{Z}
$$

Let $S_{N}^{(r)}:=f_{r}\left(X_{r}, X_{r+1}\right)+\cdots+f_{N}\left(X_{N}, X_{N+1}\right)$ and $V_{N}^{(r)}:=\operatorname{Var}\left(S_{N}^{(r)}\right)$. Clearly, $\mathbb{E}\left(S_{N}^{(r)}\right)=\mathbb{E}\left(S_{N}\right)=0$. Next, by the exponential mixing of $X$ (Proposition 2.13),

$$
\left|V_{N}-V_{N}^{(r)}\right|=\left|V_{r-1}+2 \operatorname{Cov}\left(S_{N}^{(r)}, S_{r-1}\right)\right| \leq V_{r}+2 \sum_{j=1}^{r-1} \sum_{k=r}^{\infty}\left|\operatorname{Cov}\left(f_{j}, f_{k}\right)\right|=O(1)
$$

Therefore, for fixed $r, V_{N} / V_{N}^{(r)} \xrightarrow[N \rightarrow \infty]{ } 1$.
By the reduction lemma,

$$
\mathfrak{f}=\mathbb{F}+\nabla \mathrm{a}+\mathrm{h}+\mathrm{c},
$$

where $\mathbb{F}$ is irreducible with algebraic range $\mathbb{Z}, a_{n}(x)$ are uniformly bounded, h has summable variances, $\mathbb{E}\left(a_{n}\right)=0, \mathbb{E}\left(h_{n}\right)=0$, and $c$ are constants.

Let $\mathfrak{F}:=\sum_{n=1}^{\infty} h_{n}\left(X_{n}, X_{n+1}\right), \mathfrak{F}_{r}:=\sum_{n=r}^{\infty} h_{n}\left(X_{n}, X_{n+1}\right)$ (the sums converge a.s. and in $L^{2}$ by Theorem 3.12).
Next, set $\beta_{N}^{(r)}:=\left\{-\sum_{k=r}^{N} \mathbb{E}\left(\mathbb{F}_{k}\left(X_{k}, X_{k+1}\right)\right)\right\}($ where $\{\cdot\}$ denotes the fractional part), and define

$$
b_{N}^{(r)}\left(X_{r}, X_{N+1}\right):=a_{N+1}\left(X_{N+1}\right)-a_{r}\left(X_{r}\right)+\beta_{N}^{(r)}
$$

$$
\text { If } \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0, \text { then } \frac{z_{N}-\mathbb{E}\left(S_{N}^{(r)}\right)}{\sqrt{V_{N}^{(r)}}} \rightarrow 0
$$

By Theorem 6.3 and its proof, if $\liminf _{N \rightarrow \infty} \mathbb{P}\left(X_{n} \in \mathfrak{M}_{n}^{(r)}\right)>0$, then the following holds for all $\phi \in C_{c}(\mathbb{R})$ and $x_{r} \in \mathfrak{S}_{r}$ :

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{2 \pi V_{N}^{(r)}} \mathbb{E}_{x_{r}}\left[\phi\left(S_{N}^{(r)}-b_{N}^{(r)}-z_{N}\right) \mid X_{N+1} \in \mathfrak{A}_{N+1}^{(r)}\right]=\sum_{m \in \mathbb{Z}} \mathbb{E}_{x_{r}}\left[\phi\left(m+\mathfrak{F}_{r}\right)\right] \tag{6.42}
\end{equation*}
$$

Here and throughout, we abuse notation and write for $x_{r} \in \mathbb{S}_{r}, \mathbb{E}_{x_{r}}:=\mathbb{E}\left(\cdot \mid X_{r}=x_{r}\right)$ and $\mathbb{P}_{x_{r}}:=\mathbb{P}\left(\cdot \mid X_{r}=x_{r}\right)$.
The plan is to choose $r, x_{r}, \mathfrak{I}_{N+1}^{(r)}, z_{N}$ and $\phi$ in such a way that (6.42) is inconsistent with the mixing LLT.
Choice of $r$ : Let $K \in \mathbb{N}$ be a bound for ess sup $|\mathrm{a}|$, and fix $\gamma:=10^{-6}(4 K+2)^{-4}$. Since $\mathfrak{F}_{r} \underset{r \rightarrow \infty}{ } 0$ almost surely, we can choose $r$ such that

$$
\mathbb{P}\left(\left|\mathfrak{F}_{r}\right|<0.2\right)>1-\gamma^{2} .
$$

Let $\mu_{r}$ denote the marginal distribution of $X_{r}$. We claim that

$$
\begin{equation*}
\mu_{r}\left\{x_{r} \in \mathbb{S}_{r}: \mathbb{P}_{x_{r}}\left(\left|\mathscr{F}_{r}\right|<0.2\right)>1-\gamma\right\}>1-\gamma \tag{6.43}
\end{equation*}
$$

To see this, let $p_{r}\left(x_{r}\right):=\mathbb{P}_{x_{r}}\left(\left|\mathfrak{F}_{r}\right|<0.2\right)$ and $\alpha:=\mu_{r}\left[p_{r}>1-\gamma\right]$, then

$$
\begin{aligned}
& 1-\gamma^{2}<\mathbb{P}\left(\left|\mathfrak{F}_{r}\right|<0.2\right)=\int p_{r} \mathrm{~d} \mu_{r}=\int_{\left[p_{r}>1-\gamma\right]} p_{r} \mathrm{~d} \mu_{r}+\int_{\left[p_{r} \leq 1-\gamma\right]} p_{r} \mathrm{~d} \mu_{r} \\
& \leq \alpha+(1-\alpha)(1-\gamma)=1-\gamma(1-\alpha) . \text { So } \alpha>1-\gamma .
\end{aligned}
$$

Choice of $x_{r}$. Divide $[-2 K-1,2 K+1]$ into a family $\mathcal{I}$ of $10^{3}(4 K+2)$ pairwise disjoint intervals of equal length $10^{-3}$. There must be some $J_{r}^{\prime} \in \mathcal{I}$ such that $\mathbb{P}\left(a_{r}\left(X_{r}\right) \in J_{r}^{\prime}\right) \geq|I|^{-1} \gg \gamma$. Then

$$
\mu_{r}\left\{x_{r} \in \mathfrak{S}_{r}: a_{r}\left(x_{r}\right) \in J_{r}^{\prime}\right\}+\mu_{r}\left\{x_{r} \in \mathfrak{S}_{r}: \mathbb{P}_{x_{r}}\left(\left|\tilde{\mathscr{F}}_{r}\right|<0.2\right)>1-\gamma\right\}>1
$$

Choose $x_{r}$ in the intersection of the last two events. Then

$$
\mathbb{P}_{x_{r}}\left(\left|\mathfrak{F}_{r}\right|<0.2\right)>1-\gamma \text { and } a_{r}\left(x_{r}\right) \in J_{r}^{\prime}
$$

Choice of $\mathfrak{A}_{N+1}^{(r)}$ : Choose $J_{N}^{\prime} \in \mathcal{I}$ such that $\mathbb{P}\left[a_{N+1}\left(X_{N+1}\right) \in J_{N}^{\prime}\right] \geq|\mathcal{I}|^{-1}$.
Let $J_{N}:=J_{N}^{\prime}-J_{r}^{\prime}+\beta_{N}^{(r)}:=\left\{a-b+\beta_{N}^{(r)}: a \in J_{N}^{\prime}, b \in J_{r}^{\prime}\right\}$. This is an interval of length $\left|J_{N}\right|=\left|J_{N}^{\prime}\right|+\left|J_{r}^{\prime}\right|<$ 0.01 , and $J_{N} \subset[-4 K-3,4 K+3]$. Define

$$
\mathfrak{A}_{N+1}^{(r)}:=\left\{y \in \mathfrak{S}_{N+1}: b_{N}^{(r)}\left(x_{r}, y\right) \in J_{N}\right\}
$$

We claim that $\mathfrak{A}_{N}$ is regular, i.e. $\liminf _{N \rightarrow \infty} \mathbb{P}\left[X_{N+1} \in \mathfrak{A}_{N+1}^{(r)}\right]>0$ :

$$
\begin{aligned}
& \mathbb{P}\left[X_{N+1} \in \mathfrak{A}_{N+1}^{(r)}\right] \geq \mathbb{P}_{x_{r}}\left[X_{N+1} \in \mathfrak{A}_{N+1}^{(r)}\right]-C_{m i x} \theta^{N-r}, \text { with } 0<\theta<1 \text {, see (2.11) } \\
& \equiv \mathbb{P}_{x_{r}}\left[b_{N}^{(r)}\left(x_{r}, X_{N+1}\right) \in J_{N}\right]-C_{m i x} \theta^{N-r} \\
& \equiv \mathbb{P}_{x_{r}}\left[a_{N+1}\left(X_{N+1}\right)-a_{r}\left(x_{r}\right)+\beta_{N}^{(r)} \in J_{N}^{\prime}-J_{r}^{\prime}+\beta_{N}^{(r)}\right]-C_{m i x} \theta^{N-r} \\
& \geq \mathbb{P}_{x_{r}}\left[a_{N+1}\left(X_{N+1}\right) \in J_{N}^{\prime}\right]-C_{m i x} \theta^{N-r}, \text { because } a_{r}\left(x_{r}\right) \in J_{r}^{\prime} \\
& \geq \mathbb{P}\left[a_{N+1}\left(X_{N+1}\right) \in J_{N}^{\prime}\right]-2 C_{m i x} \theta^{N-r} \geq|\mathcal{I}|^{-1}-o(1), \text { by the choice of } J_{N}^{\prime},(2.11) .
\end{aligned}
$$

Choice of $z_{N}$ : Let $\zeta_{N}:=-$ center of $J_{N}$, then $\left|\zeta_{N}\right| \leq 2 K+1$. Let $z_{N}:=\left[\zeta_{N}\right]_{\mathbb{Z}}$ (the integer part of $\zeta_{N}$ ). Then $z_{N} \in \mathbb{Z}$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}^{(r)}\right)}{\sqrt{V_{N}^{(r)}}} \rightarrow 0$.
Choice of $N_{k}$ and $\phi$ : Choose a sequence $N_{k} \rightarrow \infty$ such that $\zeta_{N_{k}} \rightarrow a$. Let $I:=-a+[0.4,0.6]$, and choose $\phi \in C_{C}(\mathbb{R})$ such that $1_{[0.3,0.7]} \leq \phi \leq 1_{[0.2,0.8]}$.
The Contradiction. With these choices, if (b) holds but $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{Z}$, then

$$
\begin{aligned}
& |I|=\lim _{N \rightarrow \infty} \sqrt{2 \pi V_{N}^{(r)}} \mathbb{P}_{x_{r}}\left(S_{N}^{(r)}-z_{N} \in I \mid X_{N+1} \in \mathfrak{A}_{N+1}^{(r)}\right), \text { by (b) } \\
& =\lim _{k \rightarrow \infty} \sqrt{2 \pi V_{N_{k}}^{(r)}} \mathbb{P}_{x_{r}}\left(S_{N_{k}}^{(r)}-z_{N_{k}} \in I \mid b_{N_{k}}^{(r)}\left(X_{r}, X_{N_{k}+1}\right) \in J_{N_{k}}\right) \text {, by choice of } x_{r}, \mathfrak{N}_{N+1}^{(r)} \\
& \stackrel{!}{\leq} \liminf _{k \rightarrow \infty} \sqrt{2 \pi V_{N_{k}}^{(r)}} \mathbb{P}_{x_{r}}\left(S_{N_{k}}^{(r)}-b_{N_{k}}^{(r)}-z_{N_{k}} \in[0.3,0.7] \mid b_{N_{k}}^{(r)} \in J_{N_{k}}\right)
\end{aligned}
$$

because $I-b_{N_{k}}^{(r)} \subset I-J_{N_{k}} \subset I+\left(\zeta_{N_{k}}-\frac{\left|J_{N_{k}}\right|}{2}, \zeta_{N_{k}}+\frac{\left|J_{N_{k}}\right|}{2}\right)$, and $\zeta_{N_{k}} \rightarrow a$, so for $k \gg 1, I-b_{N_{k}}^{(r)} \subset$ $I+(a-0.1, a+0.1) \subset[0.3,0.7]$. Hence

$$
\begin{aligned}
|I| & \leq \lim _{k \rightarrow \infty} \sqrt{2 \pi V_{N_{k}}^{(r)}} \mathbb{E}_{x_{r}}\left(\phi\left(S_{N_{k}}^{(r)}-b_{N_{k}}^{(r)}-z_{N_{k}}\right) \mid \mathfrak{A}_{N+1}^{(r)}\right), \text { because } \phi \geq 1_{[0.3,0.7]} \\
& =\sum_{m \in \mathbb{Z}} \mathbb{E}_{x_{r}}\left[\phi\left(m+\mathfrak{F}_{r}\right)\right] \leq \sum_{m \in \mathbb{Z}} \mathbb{P}_{x_{r}}\left(m+\mathfrak{F}_{r} \in[0.2,0.8]\right) \leq \mathbb{P}_{x_{r}}\left(\left|\mathfrak{F}_{r}\right| \geq 0.2\right)<\gamma
\end{aligned}
$$

by (6.42) and the choice of $r, x_{r}$, and $\mathfrak{A}_{N+1}^{(r)}$. But $|I|=0.2$ and $\gamma<10^{-6}$.
$(\mathbf{a}) \Rightarrow(\mathbf{c}):$ Fix $r, t>0, x \in \mathfrak{S}_{r}$, and some sequence of measurable events $\mathfrak{A}_{n} \subset \mathfrak{S}_{n}$ such that $\mathbb{P}\left(X_{n} \in \mathfrak{A}_{n}\right)$ is bounded below. We need to show that if $0<b-a<t$, then

$$
\mathbb{P}_{x}\left(S_{N}^{(r)} \in(a, b)+t \mathbb{Z} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \underset{N \rightarrow \infty}{ } \frac{|a-b|}{t}
$$

By standard approximation arguments, it suffices to show that for every continuous periodic function $\phi(x)$ with period $t$,

$$
\begin{equation*}
\mathbb{E}_{x}\left(\phi\left(S_{N}^{(r)}\right) \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \xrightarrow[N \rightarrow \infty]{ } \frac{1}{t} \int_{0}^{t} \phi(x) \mathrm{d} x \tag{6.44}
\end{equation*}
$$

By the Stone-Weierstrass theorem, it is sufficient to do this for trigonometric polynomials $\phi(u)=$ $\sum_{|n|<L} c_{n} \mathrm{e}^{2 \pi \mathrm{i} n u / t}$. For such $\phi$, we have the following:

$$
\begin{aligned}
& \mathbb{E}_{x}\left(\phi\left(S_{N}^{(r)}\right) \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)=\sum_{|n|<L} c_{n} \mathbb{E}_{x}\left(\mathrm{e}^{2 \pi \mathrm{i} n S_{N}^{(r)} / t} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \\
& =c_{0}+\sum_{0<|n|<L} \Phi_{N}\left(x, \left.\frac{2 \pi n}{t} \right\rvert\, \mathfrak{A}_{N+1}\right), \text { with } \Phi_{N} \text { as in } \S 5.2 .2 .
\end{aligned}
$$

As we saw in the proof of $(\mathrm{a}) \Rightarrow(\mathrm{b})$, (a) implies that $\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)$ are non-lattice and irreducible for all $r$. Therefore $G_{\text {ess }}\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)=\mathbb{R}$, and $H\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)=\{0\}$. It follows that the structure constants $D_{N}^{(r)}(\xi)$ of $\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)$ tend to infinity for all $\xi \neq 0$, and in particular for $\xi=\frac{2 \pi n}{t}, n \neq 0$. By (5.19), $\Phi_{N}\left(x, \left.\frac{2 \pi n}{t} \right\rvert\, \mathfrak{H}_{N+1}\right) \rightarrow 0$. (6.44) follows.
$(\mathbf{c}) \Rightarrow(\mathbf{a})$ : We need the following lemma.
Lemma 6.9 Fix a regular sequence of sets $\mathfrak{U}_{N}, x$, and $t>0$, and suppose that $\mathbb{P}_{x}\left(S_{N}^{(r)} \in(a, b)+t \mathbb{Z} \mid X_{N+1} \in\right.$ $\left.\mathfrak{U}_{N+1}\right) \xrightarrow[N \rightarrow \infty]{ }|a-b| / t$ for all intervals $(a, b)$ such that $0<b-a<t$. Then the convergence is uniform in $(a, b)$.
Proof Without loss of generality, $(a, b) \subset[0, t)$. Given $\epsilon>0$, we need to find an $N_{0}$ such that

$$
\left|\mathbb{P}_{x}\left(S_{N}^{(r)} \in(a, b)+t \mathbb{Z} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)-\frac{|a-b|}{t}\right|<\epsilon \text { for all } N>N_{0} \text { and } a<b
$$

Choose $\delta>0$ such that

$$
\frac{4 \delta}{t}+\delta<\epsilon
$$

and divide $[0, t]$ into finitely many equal disjoint intervals $\left\{I_{j}\right\}$ with length $\left|I_{j}\right|<\delta$. Choose $N_{0}$ so that for all $N>N_{0}$, for all $I_{j}$,

$$
\begin{equation*}
\left|\mathbb{P}_{x}\left(S_{N}^{(r)} \in I_{j}+t \mathbb{Z} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)-\frac{\left|I_{j}\right|}{t}\right|<\frac{\delta\left|I_{j}\right|}{t} . \tag{6.45}
\end{equation*}
$$

$I:=(a, b)$ can be approximated from within and from outside by finite (perhaps empty) unions of intervals $I_{j}$ whose total length differs from $|a-b|$ by at most $2 \delta$.

Summing (6.45) over these unions we see that for all $N>N_{0}$,

$$
\begin{aligned}
& \mathbb{P}_{x}\left(S_{N}^{(r)} \in I+t \mathbb{Z} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \leq \frac{|a-b|+2 \delta}{t}+\frac{\delta(|a-b|+2 \delta)}{t} \\
& \mathbb{P}_{x}\left(S_{N}^{(r)} \in I+t \mathbb{Z} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \geq \frac{|a-b|-2 \delta}{t}-\frac{\delta|a-b|}{t}
\end{aligned}
$$

By choice of $\delta,\left|\mathbb{P}_{x}\left(S_{N}^{(r)} \in I+t \mathbb{Z} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)-\frac{|a-b|}{t}\right|<\epsilon$.
We can now prove that $(\mathrm{c}) \Rightarrow(\mathrm{a})$. Suppose $\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)$ satisfies the "mixing mod $t$ LLT" for all $r$ and $t$. This property is invariant under centering, because of Lemma 6.9. So we may assume without loss of generality that $\mathbb{E}\left[f_{n}\left(X_{n}, X_{n+1}\right)\right]=0$ for all $n$.

First we claim that ( $\mathrm{X}, \mathrm{f}$ ) is not center-tight. Otherwise there are constants $c_{N}$ and $M$ such that $\mathbb{P}\left(\left|S_{N}-c_{N}\right|>\right.$ $M)<0.1$ for all $N$. Take $t:=5 M$ and $N_{k} \rightarrow \infty$ such that $c_{N_{k}} \xrightarrow[k \rightarrow \infty]{ } c \bmod t \mathbb{Z}$, then by the bounded convergence
theorem and (c),

$$
\begin{aligned}
& 0.9 \leq \lim _{k \rightarrow \infty} \mathbb{P}\left(S_{N_{k}} \in[c-2 M, c+2 M]\right) \leq \lim _{N \rightarrow \infty} \mathbb{P}\left(S_{N} \in[c-2 M, c+2 M]+t \mathbb{Z}\right) \\
& =\int_{\mathbb{S}_{1}} \lim _{N \rightarrow \infty} \mathbb{P}_{x}\left(S_{N} \in[c-2 M, c+2 M]+t \mathbb{Z} \mid X_{N+1} \in \mathbb{S}_{N+1}\right) \mu_{1}(\mathrm{~d} x)=\frac{4 M}{t}=0.8
\end{aligned}
$$

Thus ( $\mathrm{X}, \mathrm{f}$ ) is not center-tight, and $V_{N} \rightarrow \infty$.
Assume by way of contradiction that $G_{\text {ess }}(\mathrm{X}, \mathrm{f}) \neq \mathbb{R}$, then $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ for some $t$, and $t \neq 0$ because $V_{N} \rightarrow \infty$. Without loss of generality $t=1$, otherwise rescale f. By the reduction lemma, we can write

$$
f_{n}(x, y)+a_{n}(x)-a_{n+1}(y)=\mathbb{F}_{n}(x, y)+h_{n}(x, y)+c_{n}
$$

where $a_{k}, \mathbb{F}_{k}, h_{k}, c_{k}$ are uniformly bounded, $\mathbb{F}_{n}$ are integer valued, $c_{k}$ are constants, $h_{n}$ have summable variances, and $\mathbb{E}\left(h_{n}\right)=0$.

Then $\mathfrak{F}:=\sum_{n \geq 1} h_{n}\left(X_{n}, X_{n+1}\right)$ converges a.s., and $\mathfrak{F}_{r}:=\sum_{n \geq r} h_{n}\left(X_{n}, X_{n+1}\right) \xrightarrow[r \rightarrow \infty]{ } 0$ almost surely. Working as in the proof of $(\mathrm{b}) \Rightarrow(\mathrm{a})$, we construct $r>1, x_{r} \in \mathfrak{G}_{r}$, measurable sets $\mathfrak{A}_{N+1} \subset \mathfrak{S}_{N+1}$, and intervals $J_{N}$ with the following properties:

- $\left|\mathbb{E}_{x_{r}}\left(\mathrm{e}^{2 \pi \mathrm{i} \tilde{\S} r}\right)\right|>0.9$,
- $J_{N}$ are intervals with lengths less than $10^{-4}$ and centers $\zeta_{N}=O(1)$,
- $y \in \mathfrak{A}_{N+1} \Rightarrow a_{r}\left(x_{r}\right)-a_{N+1}(y) \in J_{N}$,
- and $\liminf _{N \rightarrow \infty} \mathbb{P}\left[X_{N+1} \in \mathfrak{M}_{N+1}\right]>0$.

If $X_{r}=x_{r}$ and $X_{N+1} \in \mathfrak{A}_{N+1}$, then $\left|a_{r}\left(X_{r}\right)-a_{N+1}\left(X_{N+1}\right)-\zeta_{N}\right| \leq\left|J_{N}\right|$, so

$$
\begin{aligned}
& \left|\mathbb{E}_{x_{r}}\left(\mathrm{e}^{2 \pi \mathrm{i} \mathrm{~S}_{N}^{(r)}} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)\right| \geq\left|\mathbb{E}_{x_{r}}\left(\mathrm{e}^{2 \pi \mathrm{i}\left(S_{N}^{(r)}+a_{r}-a_{N+1}-\zeta_{N}\right)} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right)\right|-0.1 \\
& \vdots \\
& \geq\left|\mathbb{E}_{x_{r}}\left(\mathrm{e}^{2 \pi \mathrm{i} \tilde{\mathrm{\delta}}_{r}}\right)\right|-0.2 \text { for } N \gg 1 \text {, by }(6.35) \text { for }\left(\mathrm{X}_{r}, \mathrm{f}_{r}-\nabla \mathrm{a}\right) \text { with } s=0, m=1 \\
& >0.7, \text { by the choice of } x_{r} .
\end{aligned}
$$

But by (c), $\mathbb{E}_{x_{r}}\left(\mathrm{e}^{2 \pi \mathrm{i} S_{N}^{(r)}} \mid X_{N+1} \in \mathfrak{A}_{N+1}\right) \xrightarrow[N \rightarrow \infty]{ } \frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i} u} \mathrm{~d} u=0$, a contradiction.

### 6.2.4 Universal Bounds for Markov Chains

The aim of this section is to prove Theorem 6.6. We begin with two simple lemmas.
Lemma 6.10 Suppose $\mathfrak{F}$ is a real random variable. If $b-a=L>0$, then

$$
\left(1-\frac{\delta}{L}\right)|a-b|<\delta \sum_{m \in \mathbb{Z}} \mathbb{E}\left[1_{(a, b)}(m \delta+\mathfrak{F})\right]<\left(1+\frac{\delta}{L}\right)|a-b|
$$

Proof By the monotone convergence theorem,

$$
\delta \mathbb{E}\left(\sum_{m \in \mathbb{Z}} 1_{(a, b)}(m \delta+\mathfrak{F})\right) \equiv \delta \cdot \mathbb{E}(\#[(a, b) \cap(\mathfrak{F}+\delta \mathbb{Z})]) .
$$

For each realization of $\mathfrak{F},(a, b) \cap(\mathfrak{F}+\delta \mathbb{Z})$ contains at least $(|a-b| / \delta)-1$ points, and at most $(|a-b| / \delta)+1$ points. The lemma follows.

Proof of Theorem 6.6: By Lemma 2.27, it is sufficient to consider the case when $\mathbb{P}\left[X_{1}=x\right]=1$ for some $x$. In this case $\mathbb{P}_{x}=\mathbb{P}, \mathbb{E}_{x}=\mathbb{E}$.

If $\delta(\mathrm{f})=\infty$ then there is nothing to prove, and if $\delta(\mathrm{f})=0$ then $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, and we can use Theorem 5.1. It remain to consider the case when $\delta:=\delta(\mathrm{f}) \in(0, \infty)$.

Suppose $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$. Let $\mathscr{F}$ and $b_{N}\left(X_{1}, X_{N}\right)$ be as in Theorem 6.3.
Upper Bound (6.7): Suppose $(a, b)$ is an interval of length $L>\delta$.
Suppose $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, and write $z_{N}=\bar{z}_{N}+\zeta_{N}$, where $\bar{z}_{N} \in \delta \mathbb{Z}$ and $\left|\zeta_{N}\right| \leq \delta$.
Fix $\varepsilon>0$ small and choose $\phi \in C_{C}(\mathbb{R})$ such that

$$
1_{[a-10 \delta, b+10 \delta]} \leq \phi \leq 1_{(a-10 \delta-\varepsilon, b+10 \delta+\varepsilon)} .
$$

By Theorem $6.3,\left|b_{N}\right| \leq 9 \delta$, so $1_{(a, b)}\left(S_{N}-z_{N}\right) \leq \phi\left(S_{N}-\bar{z}_{N}-b_{N}\right)$, and

$$
\begin{aligned}
& \limsup _{N \rightarrow \infty} \sqrt{2 \pi V_{N}} \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \leq \limsup _{N \rightarrow \infty} \sqrt{2 \pi V_{N}} \mathbb{E}\left[\phi\left(S_{N}-\bar{z}_{N}-b_{N}\right)\right] \\
& =\mathrm{e}^{-z^{2} / 2} \delta \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(m \delta+\mathfrak{F})], \quad \text { by Theorem } 6.3 \\
& \leq \mathrm{e}^{-z^{2} / 2} \delta \sum_{m \in \mathbb{Z}} \mathbb{E}\left[1_{(a-10 \delta-\varepsilon, b+10 \delta+\varepsilon)}(m \delta+\mathfrak{F})\right], \quad \text { since } \phi \leq 1_{(a-10 \delta-\varepsilon, b+10 \delta+\varepsilon)} \\
& \leq\left(1+\frac{\delta}{|a-b|+20 \delta+2 \varepsilon}\right) \mathrm{e}^{-z^{2} / 2}(|a-b|+20 \delta+2 \varepsilon), \quad \text { by Lemma } 6.10 \\
& \leq(|a-b|+21 \delta+2 \varepsilon) \mathrm{e}^{-z^{2} / 2} \leq\left(1+\frac{21 \delta+2 \varepsilon}{L}\right) \mathrm{e}^{-z^{2} / 2}|a-b| .
\end{aligned}
$$

Since $\varepsilon$ is arbitrary, the result follows.
Lower Bound (6.8): Fix an interval $(a, b)$ with length bigger than some $L>\delta(\mathrm{f})$. Recall that $\left|b_{N}\right|$ are uniformly bounded and that $b_{N}=b_{N}\left(X_{1}, X_{N+1}\right)$. Choose some $\bar{K}$ so that $\mathbb{P}\left[\left|b_{N}\right| \leq \bar{K}\right]=1$. Since $\mathbb{P}\left[X_{1}=x\right]=1$, $\mathbb{P}_{x}\left[\left|b_{N}\right| \leq \bar{K}\right]=1$.

Next, divide $[-\bar{K}, \bar{K}]$ into $k$ disjoint intervals $I_{j, N}$ of equal length $\frac{2 \bar{K}}{k}$, with $k$ large. For each $N$,

$$
\sum_{\mathbb{P}_{x}\left[b_{N} \in I_{j, N}\right] \geq k^{-2}} \mathbb{P}_{x}\left[b_{N} \in I_{j, N}\right] \geq 1-\frac{1}{k}
$$

because to complete the left-hand-side to one we need to add the probabilities of [ $b_{N} \in I_{j, N}$ ] for the $j$ such that $\mathbb{P}_{x}\left[b_{N} \in I_{j, N}\right]<k^{-2}$, and $1 \leq j \leq k$.

Therefore, we can divide $\left\{I_{j, N}\right\}$ into two groups of size at most $k$ : The first contains the $I_{j, N}$ with $\mathbb{P}_{x}\left[b_{N} \in\right.$ $\left.I_{j, N}\right] \geq k^{-2}$, and the second corresponds to events with total probability less than or equal to $\frac{1}{k}$.

Re-index the intervals in the first group (perhaps with repetitions) in such a way that it takes the form $I_{j, N}$ $(j=1, \ldots, k)$ for all $N$. For each $1 \leq j \leq k$, let

$$
\mathfrak{A}_{j, N}:=\left\{y \in \mathbb{S}_{N+1}: b_{N}(x, y) \in I_{j, N}\right\} .
$$

These are regular sequences of events, because by the assumption $\mathbb{P}\left[X_{1}=x\right]=1, \mathbb{P}\left[X_{N+1} \in \mathfrak{A}_{j, N}\right]=$ $\mathbb{P}_{x}\left[b_{N}\left(X_{1}, X_{N+1}\right) \in I_{j, N}\right] \geq k^{-2}$.

Let $\beta_{j, N}:=$ center of $I_{j, N}$ and set $z_{j, N}:=z_{N}-\beta_{j, N}$. Every sequence has a subsequence such that $z_{j, N}$ converges $\bmod \delta \mathbb{Z}$. We will henceforth assume that $z_{j, N}=\bar{z}_{j, N}+\zeta_{0}+\zeta_{j, N}$ where $\bar{z}_{j, N} \in \delta \mathbb{Z}$ and $\left|\zeta_{j, N}\right|<\bar{K} / k$, and $\left|\zeta_{0}\right|<\delta$ is fixed.

Recall that $\left|I_{j, N}\right|=2 \bar{K} / k$. Conditioned on $\mathfrak{A}_{j, N}, b_{N}=\beta_{j, N} \pm \frac{\bar{K}}{k}$, therefore $\bar{z}_{j, N}+\zeta_{0}+b_{N}=z_{N} \pm \frac{3 \bar{K}}{k}$. It follows that if $S_{N}-\bar{z}_{j, N}-b_{N} \in\left(a+\zeta_{0}+\frac{3 \bar{K}}{k}, b+\zeta_{0}-\frac{3 \bar{K}}{k}\right)$, then $S_{N}-z_{N} \in(a, b)$.

There is no loss of generality in assuming that $a+\zeta_{0} \pm \frac{3 \bar{K}}{k}$ are not atoms of the distribution of $\mathfrak{F}$, otherwise perturb $\bar{K}$ a little. Since $\mathfrak{A}_{j, N}$ is a regular sequence, we have by Theorem 6.3(2) and Lemma 6.10 that

$$
\begin{aligned}
& \liminf _{N \rightarrow \infty} \sqrt{2 \pi V_{N}} \mathbb{P}_{x}\left(S_{N}-z_{N} \in(a, b) \mid X_{N+1} \in \mathfrak{A}_{j, N}\right) \\
& \geq \liminf _{N \rightarrow \infty} \sqrt{2 \pi V_{N}} \mathbb{P}_{x}\left(\left.S_{N}-\bar{z}_{j, N}-b_{N} \in\left(a+\zeta_{0}+\frac{3 \bar{K}}{k}, b+\zeta_{0}-\frac{3 \bar{K}}{k}\right) \right\rvert\, X_{N+1} \in \mathfrak{A}_{j, N}\right) \\
& =\delta \mathrm{e}^{-z^{2} / 2} \sum_{m \in \mathbb{Z}} \mathbb{E}_{x}\left[1_{\left(a+\zeta_{0}+\frac{3 \bar{K}}{k}, b+\zeta_{0}-\frac{3 \bar{K}}{k}\right)}(m \delta+\mathfrak{F})\right] \geq\left(1-\frac{\delta}{L}\right)\left(|a-b|-\frac{6 \bar{K}}{k}\right) \mathrm{e}^{-z^{2} / 2} .
\end{aligned}
$$

We now multiply these bounds by $\mathbb{P}_{x}\left[X_{N+1} \in \mathfrak{A}_{j, N}\right]$ and sum over $j$. This gives

$$
\begin{aligned}
& \liminf _{N \rightarrow \infty} \sqrt{2 \pi V_{N}} \mathbb{P}_{x}\left(\left[S_{N}-z_{N} \in(a, b)\right] \cap \bigcup_{j=1}^{k}\left[X_{N+1} \in \mathfrak{A}_{j, N}\right]\right) \\
& \geq\left(1-\frac{\delta}{L}\right)\left(|a-b|-\frac{6 \bar{K}}{k}\right) \mathrm{e}^{-z^{2} / 2}\left(1-\frac{1}{k}\right)
\end{aligned}
$$

Passing to the limit $k \rightarrow \infty$, we obtain

$$
\liminf _{N \rightarrow \infty} \sqrt{2 \pi V_{N}} \mathbb{P}_{x}\left(\left[S_{N}-z_{N} \in(a, b)\right]\right) \geq\left(1-\frac{\delta}{L}\right) \mathrm{e}^{-z^{2} / 2}|a-b|
$$

Proof of Equation (6.9). Let $\mathcal{A}$ be the positive functional on $C_{c}(\mathbb{R})$ defined by (6.4), and let $\mu_{\mathcal{A}}$ be the Radon measure on $\mathbb{R}$ which represents $\mathcal{A}$.

Clearly, $\mu_{\mathcal{A}}$ is invariant under translation by $\delta=\delta(\mathrm{f})$. By Lemma 6.10, $\lim _{L \rightarrow \infty} \frac{\mu_{\mathcal{A}}[0, L]}{L}=1$. Necessarily, for each $a, \mu_{\mathcal{A}}[a, a+\delta)=\delta$, and

$$
\begin{equation*}
\forall k \in \mathbb{N} \mu_{\mathcal{A}}([a, a+k \delta))=k \delta . \tag{6.46}
\end{equation*}
$$

Given $k \delta<L<(k+1) \delta$ and an interval $(a, b)$ of length $L$, take two intervals $I^{-}, I^{+}$such that $I^{-} \subset(a, b) \subset I^{+}$, $\mu_{\mathcal{A}}\left(\partial I^{-}\right)=\mu_{\mathcal{A}}\left(\partial I^{+}\right)=0,\left|I^{-}\right|=k \delta,\left|I^{+}\right|=(k+1) \delta$. Choose $\phi^{-}, \phi^{+} \in C_{c}(\mathbb{R})$ such that $1_{I^{-}}<\phi^{-}<1_{[a, b]}<$ $\phi^{+}<1_{I^{+}}$.

By Theorem 6.3, for large $N, \mathrm{e}^{z^{2} / 2} \sqrt{2 \pi V_{N}} \mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$ is sandwiched between $\mathcal{A}\left(\phi^{-}\right)$and $\mathcal{A}\left(\phi^{+}\right)$ which in turn is sandwiched between $\mu_{\mathcal{A}}\left(I^{-}\right)=k \delta$ and $\mu_{\mathcal{A}}\left(I^{+}\right)=(k+1) \delta$ (see (6.46)). The proof of the theorem is complete.

### 6.2.5 Universal Bounds for Markov Arrays

The proof in the last section uses Theorem 6.3, and is therefore restricted to Markov chains. We will now consider the more general case of arrays.
Theorem 6.11 Let X be a uniformly elliptic Markov array, and f an a.s. uniformly bounded additive functional which is stably hereditary and not center-tight. ${ }^{1}$ Suppose $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \underset{N \rightarrow \infty}{ } z \in \mathbb{R}$. For every $L, \epsilon>0$ there is $N_{\epsilon}(L)>0$ such that for every $[a, b] \subset[-L, L]$ such that $|a-b|>2 \delta(\mathrm{f})+\epsilon$, and for all $N>N_{\epsilon}(L)$,

$$
\frac{1}{3}\left(\frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}\right) \leq \mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right) \leq 3\left(\frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}\right)
$$

Remark. Recall that $\delta(\mathrm{f}) \leq 6$ ess sup $|\mathrm{f}|$. Hence the theorem applies to every interval with length bigger than 13 ess sup $|f|$.

[^7]The upper bound in the Theorem 6.11 holds in much greater generality, for all sequences $z_{N}$, and without assuming that $f$ is stably hereditary or non center-tight:
Theorem 6.12 (Anti-Concentration Inequality) For each $K, \epsilon_{0}$ and $\ell$ there is a constant $C^{*}=C^{*}\left(K, \epsilon_{0}, \ell\right)$ such that if $f$ is an additive functional of a uniformly elliptic Markov array with ellipticity constant $\epsilon_{0}$, and if $|\mathrm{f}| \leq K$ a.s., then for every $N \geq 1, x \in \Im_{1}^{(N)}$, and for each interval $J$ of length $\ell$,

$$
\mathbb{P}_{x}\left(S_{N} \in J\right) \leq \frac{C^{*}}{\sqrt{V_{N}}}
$$

Recall that by our conventions, the Fourier transform of an $L^{1}$ function $\gamma: \mathbb{R} \rightarrow \mathbb{R}$ is $\widehat{\gamma}(x)=\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} t x} \gamma(t) \mathrm{d} t$. Fix some $b>0$, and let

$$
\psi_{b}(t):=\frac{\pi}{4 b} 1_{[-b, b]}(t), \quad \widehat{\psi}_{b}(x)=\frac{\pi}{2 b}\left(\frac{\sin (b x)}{x}\right) .
$$

Lemma $6.131 \leq \widehat{\psi}_{b}(x) \leq \frac{\pi}{2}$ for $|x| \leq \frac{\pi}{2 b}$, and $\left|\widehat{\psi}_{b}(x)\right|<1$ for $|x|>\frac{\pi}{2 b}$.
Proof The function $\widehat{\psi}_{b}(x)$ is even, with zeroes at $z_{n}=\pi n / b, n \in \mathbb{Z} \backslash\{0\}$. The critical points are $c_{0}=0$ and $\pm c_{n}$, where $n \geq 1$ and $c_{n}$ is the unique solution of $\tan \left(b c_{n}\right)=b c_{n}$ in $\left(z_{n}, z_{n}+\frac{\pi}{2 b}\right)$. It is easy to see that $c_{n}=z_{n}+\frac{\pi}{2 b}-o(1)$ as $n \rightarrow \infty$, and that $\operatorname{sgn}\left[\widehat{\psi}_{b}\left(c_{n}\right)\right]=(-1)^{n}, \quad\left|\widehat{\psi}_{b}\left(c_{n}\right)\right| \leq \frac{1}{2 n}, \quad \widehat{\psi}_{b}\left(c_{n}\right) \sim \frac{(-1)^{n}}{2 n}$ as $n \rightarrow \infty$.

So $\widehat{\psi}_{b}$ attains the global maximum $\widehat{\psi}_{b}(0)=\frac{\pi}{2}$ at $c_{0}$, and $\left|\widehat{\psi}_{b}(t)\right| \leq \frac{1}{2 n}$ everywhere on $[\pi n / b, \pi(n+1) / b]$. In particular, $\left|\widehat{\psi}_{b}(t)\right|<1 / 2$ for $|t| \geq \pi / b$.

On $(0, \pi / b), \widehat{\psi}_{b}$ decreases from $\dot{\psi}_{b}(0)=\frac{\pi}{2}$ to $\widehat{\psi}_{b}\left(\frac{\pi}{b}\right)=0$, passing through $\widehat{\psi}_{b}\left(\frac{\pi}{2 b}\right)=1$. It follows that $1 \leq \widehat{\psi}_{b}(t) \leq \frac{\pi}{2}$ on $\left(0, \frac{\pi}{2 b}\right)$ and $\left|\widehat{\psi}_{b}(t)\right|<1$ for $t>\frac{\pi}{2 b}$. The lemma follows, because $\widehat{\psi}_{b}(-t)=\widehat{\psi}_{b}(t)$.

Lemma 6.14 There exist two continuous functions $\gamma_{1}(x), \gamma_{2}(x)$ such that $\operatorname{supp}\left(\gamma_{i}\right) \subset[-2,2] ; \gamma_{1}(0)>\frac{1}{3}$; $\gamma_{2}(0)<3$; and $\widehat{\gamma}_{1}(x) \leq 1_{[-\pi, \pi]}(x) \leq \widehat{\gamma}_{2}(x) \quad(x \in \mathbb{R})$.
Proof Throughout this proof, $\psi^{* n}:=\psi * \cdots * \psi(n$ times $)$, and $*$ denotes the convolution. Let $\gamma_{1}(t):=$ $\frac{1}{4}\left[\psi_{\frac{1}{2}}^{* 4}(t)-\psi_{\frac{1}{2}}^{* 2}(t)\right]$. Then $\widehat{\gamma}_{1}(x)=\frac{1}{4}\left[\widehat{\psi}_{\frac{1}{2}}(x)^{4}-\widehat{\psi}_{\frac{1}{2}}(x)^{2}\right]$. By Lemma 6.13, $1 \leq \widehat{\psi}_{\frac{1}{2}} \leq \frac{\pi}{2}$ on $[-\pi, \pi]$ and $\left|\widehat{\psi}_{\frac{1}{2}}\right|<1$ outside $[-\pi, \pi]$. So

$$
\begin{aligned}
& \max _{|x| \leq \pi} \widehat{\gamma}_{1}(x) \leq \max _{1 \leq y \leq \frac{\pi}{2}} \frac{1}{4}\left(y^{4}-y^{2}\right)=\frac{1}{4}\left[\left(\frac{\pi}{2}\right)^{4}-\left(\frac{\pi}{2}\right)^{2}\right]<1, \\
& \max _{|x| \geq \pi} \widehat{\gamma}_{1}(x) \leq \max _{|y| \leq 1} \frac{1}{4}\left(y^{4}-y^{2}\right)=0 .
\end{aligned}
$$

So $\widehat{\gamma}_{1}(x) \leq 1_{[-\pi, \pi]}(x)$ for all $x \in \mathbb{R}$.
It is obvious from the definition of the convolution that $\operatorname{supp}\left(\gamma_{1}\right) \subset[-2,2]$.
Here is the calculation showing that $\gamma_{1}(0)>\frac{1}{3}$ :

$$
\begin{aligned}
& \left(\psi_{b}^{* 2}\right)(t)=\frac{\pi^{2}}{16 b^{2}}\left(1_{[-b, b]} * 1_{[-b, b]}\right)(t)=\frac{\pi^{2}}{16 b^{2}} 1_{[-2 b, 2 b]}(t)(2 b-|t|) ; \\
& \left(\psi_{b}^{* 4}\right)(0)=\left(\psi_{b}^{* 2} * \psi_{b}^{* 2}\right)(0) \\
& =\frac{\pi^{4}}{256 b^{4}} \int_{-2 b}^{2 b}(2 b-|t|)^{2} \mathrm{~d} t=\frac{\pi^{4}}{128 b^{4}} \int_{0}^{2 b}(2 b-t)^{2} \mathrm{~d} t=\frac{\pi^{4}}{128 b^{4}} \cdot \frac{(2 b)^{3}}{3}=\frac{\pi^{4}}{48 b} .
\end{aligned}
$$

So $\psi_{\frac{1}{2}}^{* 4}(0)=\frac{\pi^{4}}{24}, \psi_{\frac{1}{2}}^{* 2}(0)=\frac{\pi^{2}}{4}$, and $\gamma_{1}(0)=\frac{1}{4}\left(\frac{\pi^{4}}{24}-\frac{\pi^{2}}{4}\right)>\frac{1}{3}$.
Next we set $\gamma_{2}(t):=\left(\psi_{\frac{1}{2}} * \psi_{\frac{1}{2}}\right)(t) \equiv \frac{\pi^{2}}{4} 1_{[-1,1]}(t)(1-|t|)$. Then $\operatorname{supp}\left(\gamma_{2}\right)=[-1,1]$ and $\gamma_{2}(0)=\frac{\pi^{2}}{4}<3$. Finally, $\widehat{\gamma}_{2}(x) \geq 1_{[-\pi, \pi]}(x)$, because by Lemma 6.13,

- $\widehat{\gamma}_{2}(t)=\left(\widehat{\psi}_{\frac{1}{2}}\right)^{2}(x) \geq 1$ for all $|x| \leq \frac{\pi}{2 \cdot \frac{1}{2}}=\pi$, and (trivially)
- $\widehat{\gamma}_{2}(t)=\left(\widehat{\psi}_{\frac{1}{2}}\right)^{2}(x) \geq 0$ for all $|x| \geq \pi$.

Lemma 6.15 For every $a>1, z_{N} \in \mathbb{R}$ and $x_{1}^{(N)} \in \mathfrak{\Im}_{1}$, we have

$$
\begin{align*}
& \mathbb{P}_{x_{1}^{(N)}}\left(\left|S_{N}-z_{N}\right| \leq a\right) \geq \frac{a}{\pi} \int_{-2 \pi / a}^{2 \pi / a} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right) \gamma_{1}\left(\frac{a \xi}{\pi}\right) \mathrm{d} \xi,  \tag{6.47}\\
& \mathbb{P}_{x_{1}^{(N)}}\left(\left|S_{N}-z_{N}\right| \leq a\right) \leq \frac{a}{\pi} \int_{-2 \pi / a}^{2 \pi / a} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right) \gamma_{2}\left(\frac{a \xi}{\pi}\right) \mathrm{d} \xi . \tag{6.48}
\end{align*}
$$

Proof Let $\gamma_{i}(t)$ be the functions from Lemma 6.14, and set $I:=[-a, a]$, then $\widehat{\gamma}_{1}\left(\frac{\pi t}{a}\right) \leq 1_{I}(t) \leq \widehat{\gamma}_{2}\left(\frac{\pi t}{a}\right)$. Therefore, for every choice of $x_{1}^{(N)} \in \Theta_{1}^{(N)}(N \geq 1)$,

$$
\begin{aligned}
& \mathbb{P}_{x_{1}^{(N)}}\left(S_{N}-z_{N} \in I\right)=\mathbb{E}_{x_{1}^{(N)}}\left[1_{I}\left(S_{N}-z_{N}\right)\right] \geq \mathbb{E}_{x_{1}^{(N)}}\left[\widehat{\gamma}_{1}\left(\frac{\pi\left(S_{N}-z_{N}\right)}{a}\right)\right] \\
& =\mathbb{E}_{x_{1}^{(N)}}\left[\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} \frac{\pi t}{a}\left(S_{N}-z_{N}\right)} \gamma_{1}(t) \mathrm{d} t\right]=\int_{-\infty}^{\infty} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \frac{\pi t}{a}\left(S_{N}-z_{N}\right)}\right) \gamma_{1}(t) \mathrm{d} t .
\end{aligned}
$$

Recalling that $\operatorname{supp}\left(\gamma_{1}\right) \subset[-2,2]$, and substituting $t=a \xi / \pi$, we obtain (6.47). The proof of (6.48) is similar. $\square$
Lemma 6.16 Under the assumptions of Theorem 6.11, if $G_{\text {ess }}(X, f)=\mathbb{Z}$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}$ converges to a real number $z$, then for every $a>1$

$$
\sqrt{V_{N}} \int_{-2 \pi / a}^{2 \pi / a} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right) \gamma_{i}\left(\frac{a \xi}{\pi}\right) \mathrm{d} \xi \underset{N \rightarrow \infty}{\longrightarrow} \sqrt{2 \pi} \mathrm{e}^{-\frac{1}{2} z^{2}} \gamma_{i}(0)
$$

Moreover, the convergence is uniform on compact subsets of $a \in(1, \infty)$.
Proof. In what follows we fix $i \in\{1,2\}$, and let $\gamma(\xi):=\gamma_{i}\left(\frac{a \xi}{\pi}\right)$. Divide $\left[-\frac{2 \pi}{a}, \frac{2 \pi}{a}\right]$ into segments $I_{j}$ of length at most $\widetilde{\delta}$, where $\widetilde{\delta}$ is the constant in Lemma 5.8 and Corollary 5.10 , making sure that $I_{0}$ is centered at zero. Let

$$
J_{j, N}:=\int_{I_{j}} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right) \gamma(\xi) \mathrm{d} \xi
$$

CLAim 1. $\sqrt{V_{N}} J_{0, N} \xrightarrow[N \rightarrow \infty]{ } \sqrt{2 \pi} \mathrm{e}^{-z^{2} / 2} \gamma(0)$.
Proof of the Claim. The proof is similar to the proof of (5.28), and we use the notation of that proof. Applying Corollary 5.10 to the interval $I_{0}$, and noting that $A_{N}\left(I_{0}\right)=0$ and $\widetilde{\xi}_{N}=0$, we find that $\left|\mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right)\right| \leq$ $\widetilde{C} \exp \left(-\widehat{\varepsilon} \xi^{2} V_{N}\right)$.

So for $R>1$,

$$
\sqrt{V_{N}} \int_{\left[\xi \in I_{0}:|\xi|>\frac{R}{\sqrt{V_{N}}}\right]} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right) \gamma(\xi) \mathrm{d} \xi=O\left(\mathrm{e}^{-\widehat{\varepsilon} R^{2}}\right)
$$

Similarly, for all $N$ large enough,

$$
\sqrt{V_{N}} \int_{\left[\xi \in I_{0}:|\xi| \leq \frac{R}{\sqrt{V_{N}}}\right]} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right) \gamma(\xi) \mathrm{d} \xi=\int_{-R}^{R} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \eta \frac{S_{N}-z_{N}}{\sqrt{V_{N}}}}\right) \gamma\left(\frac{\eta}{\sqrt{V_{N}}}\right) \mathrm{d} \eta=
$$

$$
\begin{equation*}
\int_{-R}^{R} \mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \eta \frac{S_{N}-\mathbb{B}\left(S_{N}\right)}{\sqrt{V_{N}}}}\right) \mathrm{e}^{\mathrm{i} \eta \frac{\frac{z}{N}-\mathbb{B}\left(S_{N}\right)}{\sqrt{V_{N}}}} \gamma\left(\frac{\eta}{\sqrt{V_{N}}}\right) \mathrm{d} \eta \stackrel{!}{=} \int_{-R}^{R} \mathrm{e}^{-\frac{1}{2} \eta^{2}+\mathrm{i} \eta z} \gamma(0) \mathrm{d} \eta+o_{N \rightarrow \infty}(1) \quad \text { uniformly on compacts } \tag{6.49}
\end{equation*}
$$

$$
=\sqrt{2 \pi} \mathrm{e}^{-\frac{1}{2} z^{2}} \gamma(0)+o_{R \rightarrow \infty}(1)+o_{N \rightarrow \infty}(1) .
$$

Let us justify the equality (6.49). Arguing as in the proof of (6.20), one shows that $\left|\mathbb{E}\left(S_{N}\right)-\mathbb{E}_{x_{1}^{(N)}}\left(S_{N}\right)\right|=O(1)$ and $\operatorname{Var}\left(S_{N} \mid X_{1}^{(N)}=x_{1}^{(N)}\right) \sim V_{N}$, therefore

$$
\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z \Leftrightarrow \frac{z_{N}-\mathbb{E}_{x_{1}^{(N)}}\left(S_{N}\right)}{\sqrt{\operatorname{Var}\left(S_{N} \mid X_{1}^{(N)}=x_{1}^{(N)}\right)}} \rightarrow z
$$

(6.49) follows from Dobrushin's CLT for $\mathrm{Y}_{x}:=\mathrm{X}$, conditioned on $X^{(N)}=x_{1}^{(N)}$.

In summary, $\sqrt{V_{N}} J_{0, N}=\sqrt{2 \pi} \mathrm{e}^{-\frac{1}{2} z^{2}} \gamma(0)+o_{R \rightarrow \infty}(1)+o_{N \rightarrow \infty}(1)$. Fixing $R$, we see that lim sup $\sqrt{V_{N}} J_{0, N}$ and $\lim \inf \sqrt{V_{N}} J_{0, N}$ are both equal to $\sqrt{2 \pi} \mathrm{e}^{-\frac{1}{2} z^{2}} \gamma(0)+o_{R \rightarrow \infty}(1)$.

Passing to the limit $R \rightarrow \infty$ gives us that the limit exists and is equal to $\sqrt{2 \pi} \mathrm{e}^{-\frac{1}{2}} z^{2} \gamma(0)$. The convergence is uniform on compact subsets of $a$.
CLaim 2. $\sqrt{V_{N}} J_{j, N} \xrightarrow[N \rightarrow \infty]{ } 0$ for every $j \neq 0$.
Proof of the Claim. Since $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{Z}$, the co-range is $H(\mathrm{X}, \mathrm{f})=2 \pi \mathbb{Z}$. So

$$
I_{j} \subset\left[-\frac{2 \pi}{a}, \frac{2 \pi}{a}\right] \backslash \operatorname{int}\left(I_{0}\right) \subset \text { a compact subset of } \mathbb{R} \backslash H(\mathrm{X}, \mathrm{f}) .
$$

This implies by the stable hereditary property of f that $D_{N}(\xi) \xrightarrow[N \rightarrow \infty]{ } \infty$ uniformly on $I_{j}$, whence by (5.18), $\left|\mathbb{E}_{x_{1}^{(N)}}\left(\mathrm{e}^{-\mathrm{i} \eta\left(S_{N}-z_{N}\right)}\right)\right| \xrightarrow[N \rightarrow \infty]{\longrightarrow} 0$ uniformly on $I_{j}$.
Let $A_{j, N}:=-\log \left\{\sup \left|\mathbb{E}_{x}\left(\mathrm{e}^{-\mathrm{i} \xi\left(S_{N}-z_{N}\right)}\right)\right|:(x, \xi) \in \mathbb{E}_{1}^{(N)} \times I_{j}\right\}$, then $A_{j, N} \xrightarrow[N \rightarrow \infty]{ } \infty$, and this divergence is uniform for $a$ ranging over compact subsets of $(1, \infty)$.

From this point onward, the proof of the claim is identical to the proof of (5.29). We omit the details.
The lemma follows by summing over all subintervals $I_{j}$ in $\left[-\frac{2 \pi}{a}, \frac{2 \pi}{a}\right]$, and noting that the number of these intervals is uniformly bounded (by $1+\frac{4 \pi}{\tilde{\delta}}$ ).
Proof of Theorem 6.11. If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$ then the theorem follows from the LLT in the irreducible case. Otherwise (since f is not center-tight), $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ for some $t>0$, and there is no loss of generality in assuming that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{Z}$.

In this case our interval $I:=[a, b]$ has length bigger than 2 . Notice that we can always center $I$ by modifying $z_{N}$ by a constant. So we may take our interval to be of the form $I=[-a, a]$, with $a>1$.

Lemma 6.16, (6.47), (6.48), and the inequalities $\gamma_{1}(0)>\frac{1}{3}$ and $\gamma_{2}(0)<3$ imply that for every choice of $\left\{x_{1}^{(N)}\right\}_{N \geq 1}$, for all $N$ sufficiently large,

$$
\begin{equation*}
\frac{1}{3} \cdot \frac{|I|}{\sqrt{2 \pi V_{N}}} \mathrm{e}^{-z^{2} / 2} \leq \mathbb{P}_{x_{1}^{(N)}}\left(S_{N}-z_{N} \in I\right) \leq 3 \cdot \frac{|I|}{\sqrt{2 \pi V_{N}}} \mathrm{e}^{-z^{2} / 2} . \tag{6.50}
\end{equation*}
$$

Thus we have proved the theorem for all Markov arrays with point mass initial distributions. By Lemma 2.27, the theorem follows for general arrays.

Proof of Theorem 6.12. It is sufficient to prove the theorem for $N$ such that $V_{N} \geq 1$. If $V_{N}<1$, the theorem holds (trivially) provided that $C^{*} \geq 1$.

It is also sufficient to prove the result for intervals $J$ with length 4 , since longer intervals can be covered by no more than $|J| / 4+1$ such intervals. Thus $J=\zeta+[-2,2]$ and $\zeta:=$ center of $J$. By (6.48) (with $a=2$ and $\left.z_{N}:=\zeta\right)$,

$$
\mathbb{P}_{x}\left(S_{N} \in J\right) \leq \frac{2}{\pi}\left\|\gamma_{2}\right\|_{\infty} \int_{-\pi}^{\pi}\left|\Phi_{N}(x, \xi)\right| \mathrm{d} \xi
$$

To prove the theorem, we need to bound the integral from above.
The argument is similar to the previous proof, except that we cannot assume that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{Z}$ or $V_{N} \rightarrow \infty$, and we must pay closer attention to the uniformity of the estimates in $N$ (the statement in Theorem 6.12 is for all $N$, not just for $N \gg 1$ ).

Recall the notation

$$
A_{N}(I):=-\log \sup \left\{\left|\Phi_{N}(x, \xi)\right|:(x, \xi) \in \Im_{1}^{(N)} \times I\right\}
$$

and let $\left(\widetilde{x}_{N}(I), \widetilde{\xi}_{N}(I)\right) \in I \times \widetilde{\Im}_{1}^{(N)}$ be a pair where

$$
\left|A_{N}(I)\right| \leq-\log \left|\Phi_{N}\left(\widetilde{x}_{N}(I), \widetilde{\xi}_{N}(I)\right)\right|+\log 2
$$

By Lemma 5.8 and Corollary 5.10 , there are constants $\widetilde{\delta}, \widetilde{C}, \widehat{\varepsilon}, \bar{c}>0$ which depend only on $\epsilon_{0}$ and $K$, so that if $|I| \leq \widetilde{\delta}$, then for all $(x, \xi) \in \widehat{S}_{1}^{(N)} \times I$ and $N$,

$$
\begin{equation*}
\left|\Phi_{N}(x, \xi)\right| \leq \widetilde{C} \exp \left(-\widehat{\varepsilon} V_{N}\left(\xi-\widetilde{\xi}_{N}(I)\right)^{2}+\bar{c}\left|\xi-\widetilde{\xi}_{N}(I)\right| \sqrt{V_{N} A_{N}(I)}\right) \tag{6.51}
\end{equation*}
$$

We now divide $[-\pi, \pi]$ into no more than $4 \pi / \widetilde{\delta}+1$ intervals of length at most $\widetilde{\delta} / 2$. We claim that for each interval $I$ in our partition, $\int_{I}|\Phi(x, \xi)| \mathrm{d} \xi \leq$ const. $V_{N}^{-1 / 2}$.

To prove this we consider two cases.
(1) Suppose $A(I) \leq 1$, then $I \subset\left[\widetilde{\xi}_{N}(J)-\widetilde{\delta} / 2, \widetilde{\xi}_{N}(J)+\widetilde{\delta} / 2\right]$, and by (6.51),

$$
\int_{I} \Phi_{N}(x, \xi) \mid \mathrm{d} \xi \leq \widetilde{C} \int_{-\widetilde{\delta} / 2}^{\widetilde{\delta} / 2} \mathrm{e}^{-\widetilde{\varepsilon} V_{N} \xi^{2}+\bar{c}|\xi| \sqrt{V_{N}}} \mathrm{~d} \xi \leq \text { const. } V_{N}^{-1 / 2}
$$

with the constant only depending on $\widehat{\varepsilon}$ and $\bar{c}$, whence only on $K$ and $\epsilon_{0}$.
(2) If $A_{N}(I) \geq 1$, then (5.30) (with $R=1$ ) gives $\int_{I}\left|\Phi_{N}(x, \xi)\right| \mathrm{d} \xi \leq$ const. $V_{N}^{-1 / 2}$, with the constant only depending on $K$ and $\epsilon_{0}$.

Summing over all intervals $I$, and recalling that there are at most $4 \pi / \widetilde{\delta}+1$ such intervals, we obtain $\int_{-\pi}^{\pi}\left|\Phi_{N}(x, \xi)\right| \mathrm{d} \xi \leq$ const. $V_{N}^{-1 / 2}$, with the constant only depending on $\epsilon_{0}$ and $K$. As explained at the beginning of the proof, this implies the theorem.

It is interesting to note that the anti-concentration inequality could be used to provide a different justification for Stone's trick of using $\phi \in L^{1}$ with Fourier transform with compact support in the proof of the LLT (see §5.2.1).

Namely let f be an irreducible additive functional with algebraic range $\mathbb{R}$, such that $\mathbb{E}\left(S_{N}\right)=0$ for all $N$. Approximating $1_{[a, b]}$ from above and below by compactly supported functions we see that the LLT follows if one could show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left(\phi\left(S_{N}-z_{N}\right)\right)=\frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-z^{2} / 2} \int_{\mathbb{R}} \phi(x) d x \tag{6.52}
\end{equation*}
$$

for each $C^{2}$ compactly supported function $\phi$ and every sequence $z_{N}$ such that $\lim _{N \rightarrow \infty} \frac{z_{N}}{\sqrt{V_{N}}}=z$. Fix a small $\varepsilon>0$ and let $\bar{\phi}$ be a function such that the Fourier transform of $\bar{\phi}$ has compact support, $\int_{\mathbb{R}} \bar{\phi}(x) d x=\int_{\mathbb{R}} \phi(x) d x$ and ${ }^{2}$

[^8]\[

$$
\begin{equation*}
|\bar{\phi}(x)-\phi(x)| \leq \frac{\varepsilon}{1+x^{2}} \tag{6.53}
\end{equation*}
$$

\]

Combining (6.53) and Theorem 6.12 we get

$$
\left|\mathbb{E}\left(\phi\left(S_{N}-z_{N}\right)-\bar{\phi}\left(S_{N}-z_{N}\right)\right)\right| \leq \varepsilon \sum_{j=0}^{\infty} \frac{\mathbb{P}\left(\left|S_{N}-z_{N}\right| \in[j, j+1)\right)}{1+j^{2}} \leq 2 C^{*} \varepsilon
$$

where $C^{*}$ is the constant obtain by applying Theorem 6.12 with $\ell=1$.
Since $\varepsilon$ is arbitrary, we see that to prove the LLT, it is sufficient to show (6.52) for all $\phi$ with compactly supported Fourier transform. This justifies "Stone's trick." We will meet this idea again, when we discuss large deviations, see §7.3.8.

### 6.3 Notes and References

Theorem 6.3 extends an earlier result for sums of independent random variables, due to Dolgopyat [56]. In this case, one can take $b_{N}$ to be constants, see Theorem 8.3(2b) and the discussion in §8.2.

The connection between the LLT and mixing mod $t$ LLT was considered for sums of independent random variables by Prokhorov [163], Rozanov [169], and Gamkrelidze [76].

As far as we know, the first paper devoted to the perturbative analysis of non stationary product of transfer operators is due to Bakhtin [12].

The study of the concentration function $\Lambda_{N}(h)=\sup _{x \in \mathbb{R}} \mathbb{P}\left(S_{N} \in[x, x+h]\right)$ goes back to works of Paul Lévy [130] and Wolfgang Doeblin [53]. The idea to use the characteristic function to study this function is due to Esseen [71, 72]. We refer the reader to [156, Chapter III] for a detailed discussion, and the history of the subject. Our proof of the anti-concentration inequality (Theorem 6.12) follows [156, Section III.1] closely. [156] considers independent random variables, but given the results of $\S 5.2 .2$, the argument in the Markov case is essentially the same.

For long intervals, the universal bounds in $\S 6.2 .4$ and 6.2 .5 can be obtained from the a Berry-Esseen Estimate for the rate of convergence in the CLT. Suppose we could show that $\exists L$ s.t.

$$
\sup _{z \in \mathbb{R}}\left|\mathbb{P}\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \leq z\right)-\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{z} \mathrm{e}^{-t^{2} / 2} \mathrm{~d} t\right| \leq \frac{L}{\sqrt{V_{N}}}
$$

Then $\exists M$ such that for all $|a-b|>M$, if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, then for all $N$ large enough, $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ equals $\frac{\mathrm{e}^{-z^{2} / 2}|a-b|}{\sqrt{2 \pi V_{N}}}$ up to bounded multiplicative error.

For the additive functionals considered in this monograph the Berry-Esseen estimate has been obtained in [59] using the results from Chapters 3-5. The Berry-Esseen approach has the advantage of giving information on the time $N$ when the universal estimates kick in, but it only applies to large intervals (the largeness depends on the bound on $\sup _{k}\left\|f_{k}\right\|_{\infty}$ but it does not take into account the graininess constant $\left.\delta(\mathrm{f})\right)$. By contrast, the results of $\S 6.2 .5$ apply to intervals of length larger than $\delta(\mathrm{f})$, which is optimal, but do not say how large $N$ should be for the estimates to work.

## Chapter 7

## Local Limit Theorems for Moderate Deviations and Large Deviations


#### Abstract

We prove the local limit theorem in the regimes of moderate deviations and large deviations. In these cases the asymptotic behavior of $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$ is determined by the Legendre transforms of the log-moment generating functions.


### 7.1 Moderate Deviations and Large Deviations

Suppose $f$ is an irreducible and a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X. Let

$$
S_{N}=f_{1}\left(X_{1}, X_{2}\right)+\cdots+f_{N}\left(X_{N}, X_{N+1}\right), V_{N}:=\operatorname{Var}\left(S_{N}\right)
$$

and suppose $V_{N} \rightarrow \infty$.
In the previous chapters, we analyzed $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$ as $N \rightarrow \infty$, in the regime of local deviations, $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow$ const. In this chapter we consider the following more general scenarios, which include cases when $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow \infty:$
(1) Moderate Deviations: $z_{N}-\mathbb{E}\left(S_{N}\right)=o\left(V_{N}\right)$,
(2) Large Deviations: $\left|z_{N}-\mathbb{E}\left(S_{N}\right)\right| \leq \epsilon V_{N}$ for some $\epsilon>0$ small enough.

We should explain why we did not define the large deviations regime by the more natural condition that $\left|z_{N}-\mathbb{E}\left(S_{N}\right)\right| \geq \bar{\varepsilon} V_{N}$ for some $\bar{\varepsilon}>0$. We should also explain the role of the upper bound on $\left|z_{N}-\mathbb{E}\left(S_{N}\right)\right| / V_{N}$.

The decision not to impose a lower bound on $\left|z_{N}-\mathbb{E}\left(S_{N}\right)\right| / V_{N}$ is mainly a matter of convenience; It allows us to view moderate deviations as a special case of large deviations, and handle the two regimes simultaneously. The decision to impose an upper bound on $\left|z_{N}-\mathbb{E}\left(S_{N}\right)\right| / V_{N}$ reflects a limitation of our methods: We do not know how to handle the degeneracies which may occur when $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$ is "too large." Let us indicate briefly what could go wrong in this case.
The most extreme scenario is when $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}>r_{N}$, where $r_{N}=\frac{\text { ess sup } S_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$. In this case, $\mathbb{P}\left[S_{N}-z_{N} \in(0, \infty)\right]=0$ for all $N$. A more subtle degeneracy may happen when $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$ falls near the boundary of the domain of the Legendre transform of $\mathcal{F}_{N}^{c}(t):=\frac{1}{V_{N}} \log \mathbb{E}\left(\mathrm{e}^{t\left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)}\right)$ (Legendre transforms are discussed in §7.2.2.). The following example shows that in this case, the probabilities $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ may be so sensitive to $z_{N}$, that they could have different asymptotic behaviors for $z_{N}^{(1)}, z_{N}^{(2)}$ with the same limit $\lim _{N \rightarrow \infty} \frac{z_{N}^{(i)}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$ :

Example 7.1 Let $S_{N}:=X_{1}+\cdots+X_{N}$, where $X_{i}$ are identically distributed independent random variables, equal to $-1,0,1$ with equal probabilities.

Here $\mathbb{E}\left(S_{N}\right)=0, V_{N}=2 N / 3$, and the Legendre transforms of the log-moment generating functions have domains $\left(-\frac{3}{2}, \frac{3}{2}\right)$. Clearly: if $z_{N}=N$, then $\mathbb{P}\left[S_{N}-z_{N} \in(0,2)\right]=0$; if $z_{N}=N-1$, then $\mathbb{P}\left[S_{N}-z_{N} \in(0,2)\right]=3^{-N}$;
if $z_{N}=N-2$, then $\mathbb{P}\left[S_{N}-z_{N} \in(0,2)\right]=3^{-N} N$. In all cases, $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow \frac{3}{2}$, but the asymptotic behavior of $\mathbb{P}\left[S_{N}-z_{N} \in(0,2)\right]$ is completely different.
The assumption that $\left|z_{N}-\mathbb{E}\left(S_{N}\right)\right|<\varepsilon V_{N}$ with $\varepsilon$ "small enough" guarantees that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$ falls "well inside" the domain of the Legendre transform of $\mathcal{F}_{N}^{c}$, and this prevents these pathologies. A detailed discussion of the sequences $\left\{z_{N}\right\}$ to which our results apply appears in Section 7.4.

It is instructive to compare the regime of large deviations to the regime of local deviations from the point of view of universality.

In the regime of local deviations, the asymptotic behavior of $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ does not depend on the details of the distributions of $f_{n}\left(X_{n}, X_{n+1}\right)$. It depends only on rough features such as $\operatorname{Var}\left(S_{N}\right)$, the algebraic range, and (in case the algebraic range is $t \mathbb{Z}$ ) on the constants $c_{N}$ s.t. $S_{N} \in c_{N}+t \mathbb{Z}$ almost surely.

By contrast, in the regime of large deviations the asymptotic behavior of $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ depends on the entire distribution of $S_{N}$. The dependence is through the Legendre transform of $\log \mathbb{E}\left(e^{t S_{N}}\right)$, a function which encodes the entire distribution of $S_{N}$, not just its rough features.

We will consider two partial remedies to the lack of universality:
(a) Conditioning: The distribution of $S_{N}-z_{n}$ conditioned on $S_{N}-z_{N}>a$ has a universal scaling limit, see Corollary 7.10.
(b) Moderate Deviations: If $\left|z_{N}-\mathbb{E}\left(S_{N}\right)\right|=o\left(\operatorname{Var}\left(S_{N}\right)\right)$, then $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ have universal lower and upper bounds (Theorems 7.5 and 7.6).

### 7.2 Local Limit Theorems for Large Deviations

### 7.2.1 The Log Moment Generating Functions

Suppose $|\mathrm{f}|<K$ almost surely. For every $N$ such that $V_{N} \neq 0$, we define the normalized $\log$ moment generating function of $S_{N}$ to be

$$
\mathcal{F}_{N}(\xi):=\frac{1}{V_{N}} \log \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right) \quad(\xi \in \mathbb{R})
$$

The uniform boundedness of $f$ implies the finiteness of the expectation, and the real-analyticity of $\mathcal{F}_{N}(\xi)$ on $\mathbb{R}$.
Example 7.2 (Sums of IID's) Let $S_{N}=\sum_{n=1}^{N} X_{n}$ where $X_{n}$ are iid bounded random variables with non-zero variance. Let $X$ denote the common law of $X_{n}$. Then $\mathcal{F}_{N}(\xi)=\mathcal{F}_{X}(\xi):=\frac{1}{\operatorname{Var}(X)} \log \mathbb{E}\left(\mathrm{e}^{\xi X}\right)$, for all $N$. Clearly,
(i) $\mathcal{F}_{N}(0)=0, \mathcal{F}_{N}^{\prime}(0)=\mathbb{E}(X) / \operatorname{Var}(x)$ and $\mathcal{F}_{N}^{\prime \prime}(0)=1$. (ii) $\mathcal{F}_{N}(\xi)$ are uniformly strictly convex on compacts.

These properties play a key role in the study of large deviations for sums of i.i.d. random variables. A significant part of the effort in this chapter is to understand to which extent similar results hold in the setting of bounded additive functionals of uniformly elliptic Markov chains. We start with the following facts.

Theorem 7.3 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X , and assume $V_{N} \neq 0$ for all $N \geq N_{0}$. Then:
(1) $\forall N \geq N_{0}, \mathcal{F}_{N}(0)=0, \mathcal{F}_{N}^{\prime}(0)=\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}$ and $\mathcal{F}_{N}^{\prime \prime}(0)=1 .(2) \forall N \geq N_{0}, \mathcal{F}_{N}(\xi)$ is strictly convex on $\mathbb{R}$.
(3) The convexity is uniform on compacts: For every $R>0$ there is $C=C(R)$ positive such that for all $N \geq N_{0}$,

$$
C^{-1} \leq \mathcal{F}_{N}^{\prime \prime}(\xi) \leq C \text { on }[-R, R] .
$$

(4) Suppose $V_{N} \rightarrow \infty$. $\forall \epsilon>0 \exists \delta, N_{\epsilon}>0$ such that for all $|\xi| \leq \delta$ and $N>N_{\epsilon}$, we have $\mathrm{e}^{-\epsilon} \leq \mathcal{F}_{N}^{\prime \prime}(\xi) \leq \mathrm{e}^{\epsilon}$, and $\mathrm{e}^{-\epsilon}\left(\frac{\xi^{2}}{2}\right) \leq \mathcal{F}_{N}(\xi)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}} \xi \leq \mathrm{e}^{\epsilon}\left(\frac{\xi^{2}}{2}\right)$.

This is very similar to what happens for iid's, but there is one important difference: in our setting, $V_{N}$ may be much smaller than $N$. For the proof of this theorem, see $\S 7.3 .5$.

### 7.2.2 The Rate Functions

Suppose $V_{N} \neq 0$. The rate functions $\mathcal{I}_{N}(\eta)$ are the Legendre transforms of $\mathcal{F}_{N}(\xi)$. Specifically, if $a_{N}:=$ $\inf _{\xi} \mathcal{F}_{N}^{\prime}(\xi)$ and $b_{N}:=\sup _{\xi} \mathcal{F}_{N}^{\prime}(\xi)$, then $\mathcal{I}_{N}:\left(a_{N}, b_{N}\right) \rightarrow \mathbb{R}$ is

$$
\mathcal{I}_{N}(\eta):=\xi \eta-\mathcal{F}_{N}(\xi), \text { for the unique } \xi \text { s.t. } \mathcal{F}_{N}^{\prime}(\xi)=\eta
$$

The existence and uniqueness of $\xi$ when $\eta \in\left(a_{N}, b_{N}\right)$ is because of the smoothness and strict convexity of $\mathcal{F}_{N}$ on $\mathbb{R}$. We call $\left(a_{N}, b_{N}\right)$ the domain of $\mathcal{I}_{N}$, and write

$$
\operatorname{dom}\left(\mathcal{I}_{N}\right):=\left(a_{N}, b_{N}\right)
$$

Equivalently,

$$
\operatorname{dom}\left(\mathcal{I}_{N}\right)=\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(+\infty)\right), \text { where } \mathcal{F}^{\prime}( \pm \infty):=\lim _{t \rightarrow \pm \infty} \mathcal{F}^{\prime}(t)
$$

Later we will also need the sets $\left(a_{N}^{R}, b_{N}^{R}\right) \subset \operatorname{dom}\left(I_{N}\right)$, where $R>0$ and

$$
\begin{equation*}
a_{N}^{R}:=\mathcal{F}_{N}^{\prime}(-R), \quad b_{N}^{R}:=\mathcal{F}_{N}^{\prime}(R) \tag{7.1}
\end{equation*}
$$

The functions $I_{N}$ and their domains depend on $N$. The following theorem identifies certain uniformity and universality in their behavior.

Theorem 7.4 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X , and assume $V_{N} \neq 0$ for all $N$ large enough, then:
(1) $\exists c, N_{1}, R>0$ such that for all $N>N_{1}$,

$$
\operatorname{dom}\left(I_{N}\right) \supset\left[a_{N}^{R}, b_{N}^{R}\right] \supset\left[\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-c, \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+c\right]
$$

(2) For each $R$ there exists $\rho=\rho(R)$ such that for all $N>N_{1}$,

$$
\rho^{-1} \leq I_{N}^{\prime \prime} \leq \rho \text { on }\left[a_{N}^{R}, b_{N}^{R}\right] .
$$

(3) Suppose $V_{N} \rightarrow \infty$. For every $\epsilon>0$ there exists $\delta>0$ and $N_{\epsilon}$ such that for all $\eta \in\left[\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-\delta, \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+\delta\right]$ and $N>N_{\epsilon}$,

$$
\mathrm{e}^{-\epsilon} \frac{1}{2}\left(\eta-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)^{2} \leq I_{N}(\eta) \leq \mathrm{e}^{\epsilon} \frac{1}{2}\left(\eta-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)^{2}
$$

(4) Suppose $V_{N} \rightarrow \infty$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then

$$
V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)=\frac{1+o(1)}{2}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2} \quad \text { as } \quad N \rightarrow \infty
$$

The proof of the theorem is given in §7.3.6.

### 7.2.3 The LLT for Moderate Deviations

Theorem 7.5 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X . Suppose $f$ is irreducible with algebraic range $\mathbb{R}$. If $z_{N} \in \mathbb{R}$ satisfy $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then for every non-empty interval $(a, b)$, when $N \rightarrow \infty$,

$$
\begin{aligned}
& \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \exp \left(-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)\right) \\
& \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \exp \left[-\frac{1+o(1)}{2}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2}\right] .
\end{aligned}
$$

Theorem 7.6 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X. Assume $f$ is irreducible with algebraic range $\mathbb{Z}$, and $S_{N} \in c_{N}+\mathbb{Z}$ a.s. If $z_{N} \in c_{N}+\mathbb{Z}$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then

$$
\begin{aligned}
& \mathbb{P}\left[S_{N}=z_{N}\right]=\frac{[1+o(1)]}{\sqrt{2 \pi V_{N}}} \exp \left(-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)\right), \\
& \mathbb{P}\left[S_{N}=z_{N}\right]=\frac{[1+o(1)]}{\sqrt{2 \pi V_{N}}} \exp \left[-\frac{1+o(1)}{2}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2}\right] \text { as } N \rightarrow \infty .
\end{aligned}
$$

We will deduce these results from the more general Theorem 7.8, below.
Remark. The first asymptotic relation in Theorems 7.5 and 7.6 is not universal, because of the dependence on $I_{N}$. The second asymptotic relation is universal, but it is not a proper asymptotic equivalence because of the $o(1)$ in the exponent.

The following result provides less information than Theorems 7.5 and 7.6, but requires no irreducibility assumptions:

Theorem 7.7 Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X . If $V_{N} \rightarrow \infty$, then for all $0<\alpha<\frac{1}{2}$ and $\kappa>0$, if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \sim \kappa V_{N}^{-\alpha}$ as $N \rightarrow \infty$, then

$$
\lim _{N \rightarrow \infty} \frac{1}{V_{N}^{1-2 \alpha}} \log \mathbb{P}\left[S_{N}-z_{N} \geq 0\right]=-\frac{1}{2} \kappa^{2}
$$

Proof There is no loss of generality in assuming that $\mathbb{E}\left(S_{N}\right)=0$ for all $N$. Let $a_{n}:=V_{n}^{1-2 \alpha}, b_{n}:=V_{n}^{\alpha}$, $W_{n}:=S_{n} / b_{n}$. Then $a_{n} \rightarrow \infty$, and $\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[S_{n}-z_{n} \geq 0\right]=\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \geq \kappa+o(1)\right]$. By Theorem 7.3(4), $\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{E}\left(\mathrm{e}^{\xi W_{n}}\right)=\lim _{n \rightarrow \infty} V_{n}^{2 \alpha} \mathcal{F}_{N}\left(\frac{\xi}{V_{n}^{\alpha}}\right)=\frac{1}{2} \xi^{2}$. Thus, by the Gärtner-Ellis Theorem (see Appendix A), $\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[\frac{W_{n}}{a_{n}} \geq \kappa+o(1)\right]=-\frac{1}{2} \kappa^{2}$.

### 7.2.4 The LLT for Large Deviations

Recall that $\left(a_{N}^{R}, b_{N}^{R}\right):=\left(\mathcal{F}_{N}^{\prime}(-R), \mathcal{F}_{N}^{\prime}(R)\right) \subset \operatorname{dom}\left(\mathcal{I}_{N}\right)$. It is convenient to define

$$
\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]:=\left[a_{N}^{R}-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}, b_{N}^{R}-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]
$$

Theorem 7.8 Let f be an a.s. uniformly bounded, irreducible, additive functional on a uniformly elliptic Markov chain X . For every $R$ large enough there are functions $\rho_{N}:\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \rightarrow \mathbb{R}^{+}$and $\xi_{N}:\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \rightarrow \mathbb{R}$ as follows:
(1) $\exists c>0$ such that $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \supset[-c, c]$ for all $N$ large enough.
(2) Non Lattice Case: Suppose $G_{\text {alg }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$. For every sequence of $z_{N} \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, and for all finite non-empty intervals $(a, b)$, we have the following asymptotic result as $N \rightarrow \infty$ :

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \cdot \frac{\mathrm{e}^{-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)}}{\sqrt{2 \pi V_{N}}}|a-b| \rho_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \times \frac{1}{|a-b|} \int_{a}^{b} \mathrm{e}^{-t \xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)} \mathrm{d} t
$$

(3) Lattice Case: Suppose $G_{\text {alg }}(X, f)=\mathbb{Z}$ and $S_{N} \in c_{N}+\mathbb{Z}$ a.s., then for every sequence of $z_{N} \in c_{N}+\mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, the following asymptotic relation holds when $N \rightarrow \infty$ :

$$
\mathbb{P}\left[S_{N}=z_{N}\right]=[1+o(1)] \cdot \frac{\mathrm{e}^{-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)}}{\sqrt{2 \pi V_{N}}} \times \rho_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)
$$

## (4) Properties of the Error Terms:

(a) $\rho_{N}(\eta)$ are bounded away from 0 and $\infty$ on $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, uniformly in $N$, and $\rho_{N}(\eta) \xrightarrow[\eta \rightarrow 0]{ } 1$ uniformly in $N$.
(b) For each $R>0$ there exists $C=C_{R}>0$ such that for all $\eta \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ and $N, C^{-1}|\eta| \leq\left|\xi_{N}(\eta)\right| \leq C|\eta|$ and $\operatorname{sgn}(\xi(\eta))=\operatorname{sgn}(\eta)$.
Warning. $\rho_{N}$ depends on the initial distribution.
Theorem 7.8 assumes irreducibility. The following coarser result, does not:
Theorem 7.9 Suppose f is an additive functional on a uniformly elliptic Markov chain X such that $K:=$ ess sup $|\mathrm{f}|<\infty$, and suppose $V_{N} \rightarrow \infty$. For each $\varepsilon, R>0$ there is $D(\varepsilon, R, K)$ and $N_{0}$ such that for all $N>N_{0}$, if $\frac{z_{N}}{V_{N}} \in\left[\mathcal{F}_{N}^{\prime}(\varepsilon), \mathcal{F}_{N}^{\prime}(R)\right]$, then

$$
\frac{D^{-1}}{\sqrt{V_{N}}} \mathrm{e}^{-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)} \leq \mathbb{P}\left(S_{N} \geq z_{N}\right) \leq \frac{D}{\sqrt{V_{N}}} \mathrm{e}^{-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)}
$$

Theorem 7.8 is proved in $\S \S 7.3 .1-7.3 .7$. Theorem 7.9 is proved in $\S 7.3 .8$.
To assist the reader to digest the statement of Theorem 7.8, let us see how to use it to obtain Theorems 7.5 and 7.6 on moderate deviations.
Proof of Theorems 7.5 and 7.6: Fix $R>0$, and suppose $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$. By Theorem 7.8(1), $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in$ $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ for all $N$ large enough. By Theorem 7.8(4), $\rho_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 1, \xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \rightarrow 0$ and $\frac{1}{b-a} \int_{a}^{b} \mathrm{e}^{-t \xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)} \mathrm{d} t \rightarrow 1$. Thus by Theorem 7.8(2), if $G_{a l g}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, then

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \sim \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \exp \left(-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)\right)
$$

By Theorem 7.4(4), $V_{N} \mathcal{I}_{N}\left(\frac{z_{N}}{V_{N}}\right) \sim \frac{1}{2}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2}$. Hence $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \sim \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \exp \left(-\frac{1+o(1)}{2}\left(\frac{z_{n}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2}\right)$.
This proves Theorem 7.5. The proof of Theorem 7.6 is similar, and we omit it.
Corollary 7.10 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain. Suppose $f$ is irreducible, with algebraic range $\mathbb{R}$.
(1) If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then for any finite non empty interval $(a, b)$, the distribution of $S_{N}-z_{N}$ conditioned on $S_{N}-z_{N} \in(a, b)$ is asymptotically uniform on $(a, b)$.
(2) If $\lim \inf \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}>0$ and there exists $R$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ for all sufficiently large $N$, then the distribution of $\xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \cdot\left(S_{N}-z_{N}\right)$ conditioned on $S_{N}>z_{N}$ is asymptotically exponential with parameter 1 .

Remark. Condition (2) holds when $\lim \inf \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}>0$, and $\lim \sup \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}>0$ is small, see Theorem 7.8(1).
Proof To see part (1), note using Theorem 7.8(4) that if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then $\xi_{N}=\xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \rightarrow 0$, whence $\frac{1}{\beta-\alpha} \int_{\alpha}^{\beta} \mathrm{e}^{-t \xi_{N}} \mathrm{~d} t \underset{N \rightarrow \infty}{\longrightarrow} 1$ for every non-empty interval $(\alpha, \beta)$. Thus by Theorem 7.8, for every interval $[c, d] \subset[a, b], \lim _{N \rightarrow \infty} \frac{\mathbb{P}\left[S_{N}-z_{N} \in(c, d)\right]}{\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]}=\frac{|c-d|}{|a-b|}$. (the prefactors $\frac{e^{-V_{N} I_{N}}}{\sqrt{2 \pi V_{N}}} \rho_{N}$ are identical, and cancel out).

To see part (2), note first that our assumptions on $z_{N}$ guarantee that $\xi_{N}=\xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)$ is bounded away from zero and infinity, and that all its limit points are strictly positive.

Suppose $\xi_{N_{k}} \rightarrow \xi$. Then arguing as in part (1) it is not difficult to see that for all $(a, b) \subset(0, \infty)$ and $r>0$,

$$
\lim _{k \rightarrow \infty} \frac{\mathbb{P}\left[\xi_{N_{k}}\left(S_{N_{k}}-z_{N_{k}}\right) \in(a+r, b+r) \mid S_{N_{k}}>z_{N_{k}}\right]}{\mathbb{P}\left[\xi_{N_{k}}\left(S_{N_{k}}-z_{N_{k}}\right) \in(a, b) \mid S_{N_{k}}>z_{N_{k}}\right]}=\mathrm{e}^{-r} .
$$

Since this is true for all convergent $\left\{\xi_{N_{k}}\right\}$, and since any subsequence of $\left\{\xi_{N}\right\}$ has a convergent subsequence,

$$
\begin{aligned}
& \liminf _{N \rightarrow \infty} \frac{\mathbb{P}\left[\xi_{N}\left(S_{N}-z_{N}\right) \in(a+r, b+r) \mid S_{N}>z_{N}\right]}{\mathbb{P}_{x}\left[\xi_{N}\left(S_{N}-z_{N}\right) \in(a, b) \mid S_{N}>z_{N}\right]}=\mathrm{e}^{-r} \\
& \limsup _{N \rightarrow \infty} \frac{\mathbb{P}\left[\xi_{N}\left(S_{N}-z_{N}\right) \in(a+r, b+r) \mid S_{N}>z_{N}\right]}{\mathbb{P}\left[\xi_{N}\left(S_{N}-z_{N}\right) \in(a, b) \mid S_{N}>z_{N}\right]}=\mathrm{e}^{-r}
\end{aligned}
$$

and so $\lim _{N \rightarrow \infty} \frac{\mathbb{P}\left[\xi_{N}\left(S_{N}-z_{N}\right) \in(a+r, b+r) \mid S_{N}>z_{N}\right]}{\mathbb{P}\left[\xi_{N}\left(S_{N}-z_{N}\right) \in(a, b) \mid S_{N}>z_{N}\right]}=\mathrm{e}^{-r}$. Thus, conditioned on $S_{N}>z_{N}, \xi_{N}\left(S_{N}-z_{N}\right)$ is asymptotically exponential with parameter 1 .

Corollary 7.11 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain. Suppose $\mathfrak{f}$ is irreducible, with algebraic range $\mathbb{Z}$, and $c_{N}$ are constants such that $S_{N} \in c_{N}+\mathbb{Z}$ a.s. Suppose $z_{N} \in c_{N}+\mathbb{Z}$. (1) If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then for any $a<b$ in $\mathbb{Z}$, the distribution of $S_{N}-z_{N}$ conditioned on $S_{N}-z_{N} \in[a, b]$ is asymptotically uniform on $\{a, a+1, \ldots, b\}$.
(2) If $\lim \inf \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}>0, \xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \rightarrow \xi$, and there exists $R$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ for all sufficiently large $N$, then $\left(S_{N}-z_{N}\right)$ conditioned on $S_{N} \geq z_{N}$ is asymptotically geometric with parameter $\mathrm{e}^{-\xi}$.

The proof is similar to the proof in the non-lattice case, so we omit it.
It is worth noting the following consequence of this result, which we state using the point of view of §5.2.3.
Corollary 7.12 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain. Let $z_{N}$ be a sequence s.t. for some $R$, $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ for large $N$. Let $\zeta_{N}$ be the Radon measure $\zeta_{N}(\phi)=\mathbb{E}\left(\phi\left(S_{N}-z_{N}\right)\right)$ Let $\zeta$ be a weak limit of $\left\{q_{N} \zeta_{N}\right\}$ for some sequence $q_{N}>0$. If $f$ is irreducible then $\zeta$ has density $c_{1} \mathrm{e}^{c_{2} t}$ with respect to the Haar measure on the algebraic range of $f$ for some $c_{1} \in \mathbb{R}_{+}, c_{2} \in \mathbb{R}$.
If the restriction $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ is dropped, then it is likely that $\zeta$ is either as above, or an atomic measure with one atom, but our methods are insufficient for proving this.

### 7.3 Proofs

In this section we prove Theorems 7.3, 7.4 on the behavior of $\mathcal{F}_{n}$ and $\mathcal{I}_{N}$ as $N \rightarrow \infty$, and Theorems 7.8 and 7.9 on the LLT for large deviations.

We assume throughout that $\left\{X_{n}\right\}$ is a uniformly elliptic Markov chain with state spaces $\Im_{n}$ and transition kernels $\pi_{n, n+1}(x, \mathrm{~d} y)$, and suppose $\mu_{k}$ are the measures $\mu_{k}(E):=\mathbb{P}\left(X_{k} \in E\right)$. Let $\mathfrak{f}=\left\{f_{n}\right\}$ be an a.s. uniformly bounded additive functional on X . Let $\epsilon_{0}$ denote the ellipticity constant of X , and let $K=$ ess sup $|f|$.

### 7.3.1 Strategy of Proof

The proof is an implementation of Cramér's "change of measure" method.
We explain the idea. Let $z_{N}$ be numbers as in Theorem 7.8. We will modify the transition kernels of $X=\left\{X_{n}\right\}$ to generate a Markov array $\widetilde{\mathrm{X}}=\left\{\widetilde{X}_{n}^{(N)}\right\}$ whose row sums $\widetilde{S}_{N}=f_{1}\left(\widetilde{X}_{1}^{(N)}, \widetilde{X}_{2}^{(N)}\right)+\cdots+f_{N}\left(\widetilde{X}_{N}^{(N)}, \widetilde{X}_{N+1}^{(N)}\right)$ satisfy

$$
\begin{equation*}
\left|z_{N}-\mathbb{E}\left(\widetilde{S}_{N}\right)\right| \leq \text { const. } \tag{7.2}
\end{equation*}
$$

(7.2) places us in the regime of local deviations, which was analyzed in Chapter 5. The results of that chapter provide asymptotics for $\mathbb{P}\left(\widetilde{S}_{N}-z_{N} \in(a, b)\right)$, and these can be translated into asymptotics for $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$.

The array $\widetilde{\mathrm{X}}$ will have state spaces $\mathfrak{\Im}_{n}^{(N)}:=\mathfrak{\Im}_{n}$, row lengths $N+1$, initial distributions $\pi^{(N)}(E):=\mathbb{P}\left[X_{1} \in E\right]$, and transition probabilities

$$
\begin{equation*}
\tilde{\pi}_{n, n+1}^{(N)}(x, \mathrm{~d} y):=\mathrm{e}^{\xi_{N} f_{n}(x, y)} \frac{h_{n+1}\left(y, \xi_{N}\right)}{\mathrm{e}^{p_{n}\left(\xi_{N}\right)} h_{n}\left(x, \xi_{N}\right)} \cdot \pi_{n, n+1}(x, \mathrm{~d} y), \tag{7.3}
\end{equation*}
$$

where the real parameters $\xi_{N}$ are calibrated to get (7.2), and the positive functions $h_{n}, h_{n+1}$ and the real numbers $p_{n}$ are chosen to guarantee that $\int \tilde{\pi}_{n, n+1}^{(N)}(x, \mathrm{~d} y)=1$.

The value of $\xi_{N}$ will depend on $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$. To construct $\xi_{N}$ and to control it, we must know that $\frac{z_{N}}{V_{N}}$ belong to a sets where $\mathcal{F}_{N}$ are strictly convex, uniformly in $N$. This is the reason why we need to assume that $\exists R$ s.t. $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ for all $N$, a condition we can check as soon as $\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|<c$ with $c$ small enough.

We remark that the dependence of $\xi_{N}$ on $N$ means that $\left\{\widetilde{X}_{n}^{(N)}\right\}$ is an array, not a chain. The fact that the change of measure produces arrays from chains is the main reason we insisted on working with arrays in the first part of this work.

### 7.3.2 A Parameterized Family of Changes of Measure

Let $\xi_{N}$ be arbitrary bounded real numbers. In this section we construct functions $h_{k}^{\xi_{N}}(\cdot)=h_{k}\left(\cdot, \xi_{N}\right)$ and $p_{n}\left(\xi_{N}\right) \in \mathbb{R}$ so that the measures $\tilde{\pi}_{n, n+1}^{(N)}(x, \mathrm{~d} y)$ in (7.3) are probability measures. In the next section we will choose specific $\left\{\xi_{N}\right\}$ to get (7.2).

Lemma 7.13 Given $\xi \in \mathbb{R}$ and a sequence of real numbers $\left\{a_{n}\right\}_{n \in \mathbb{N}}$, there are unique numbers $p_{n}(\xi) \in \mathbb{R}$, and unique positive $h_{n}(\cdot, \xi) \in L^{\infty}\left(\Im_{n}, \mathscr{B}\left(\Im_{n}\right), \mu_{n}\right)$ s.t. $\int_{\Im_{n}} h_{n}(x, \xi) \mu_{n}(\mathrm{~d} x)=\exp \left(a_{n} \xi\right)$ for all $n$, and for a.e. $x$

$$
\begin{equation*}
\int_{ভ_{n+1}} \mathrm{e}^{\xi f_{n}(x, y)} \frac{h_{n+1}(y, \xi)}{\mathrm{e}^{p_{n}(\xi)} h_{n}(x, \xi)} \pi_{n, n+1}(x, \mathrm{~d} y)=1 \tag{7.4}
\end{equation*}
$$

We will sometimes write $h_{n}^{\xi}(\cdot):=h_{n}(\cdot, \xi)$.
Remark. If $\left\{\bar{h}_{n}(\cdot, \xi)\right\}$, $\left\{\bar{p}_{n}(\xi)\right\}$ satisfy the Lemma with $a_{n}=0$, then the unique solution with general $\left\{a_{n}\right\}$ is given by

$$
\begin{equation*}
h_{n}(\cdot, \xi):=\mathrm{e}^{a_{n} \xi} \bar{h}_{n}(\cdot, \xi), p_{n}(\xi):=\bar{p}_{n}(\xi)-a_{n} \xi+a_{n+1} \xi \tag{7.5}
\end{equation*}
$$

Evidently, $\left(h_{n}, p_{n}\right)$ and $\left(\bar{h}_{n}, \bar{p}_{n}\right)$ give rise to the same transition probabilities (7.3). We call $\left\{\bar{h}_{n}\right\}$ and $\left\{\bar{p}_{n}\right\}$ the fundamental solution.

Proof It is enough to prove the existence and uniqueness of the fundamental solution, so henceforth we assume $a_{n}=0$. We may also assume without loss of generality that $|\xi| \leq 1$; otherwise we scale f .

Set $V_{n}:=L^{\infty}\left(\Im_{n}, \mathscr{B}\left(\Im_{n}\right), \mu_{n}\right)$, and define the operators $L_{n}^{\xi}: V_{n+1} \rightarrow V_{n}$ by

$$
\begin{equation*}
\left(L_{n}^{\xi} h\right)(x)=\int_{\mathfrak{E}_{n+1}} \mathrm{e}^{\xi f_{n}(x, y)} h(y) \pi_{n, n+1}(x, \mathrm{~d} y) \tag{7.6}
\end{equation*}
$$

$L_{n}^{\xi}$ are linear, bounded, and positive.
For (7.4) to hold, it is necessary and sufficient that $h_{n}^{\xi}(\cdot):=h_{n}(\cdot, \xi)$ be positive a.e., and $L_{n}^{\xi} h_{n+1}^{\xi}=\mathrm{e}^{p_{n}(\xi)} h_{n}^{\xi}$. Positivity may be replaced by the weaker property that $h_{n}^{\xi} \in L^{\infty} \backslash\{0\}$ and $h_{n}^{\xi} \geq 0$. For such functions, since $|f| \leq K$ a.s. and X is uniformly elliptic, $h_{n}^{\xi}(x)=\mathrm{e}^{-p_{n}(\xi)-p_{n+1}(\xi)}\left(L_{n}^{\xi} L_{n+1}^{\xi} h_{n+2}^{\xi}\right)(x) \geq \mathrm{e}^{-p_{n}(\xi)-p_{n+1}(\xi)-2 K} \epsilon_{0}\left\|h_{n+2}^{\xi}\right\|_{1}$. So to prove the lemma it is enough to find $p_{n}(\xi) \in \mathbb{R}$ and non-negative $h_{n}^{\xi} \in L^{\infty} \backslash\{0\}$ such that $L_{n}^{\xi} h_{n+1}^{\xi}=\mathrm{e}^{p_{n}(\xi)} h_{n}^{\xi}$.

The existence and uniqueness of such "generalized eigenvectors" can be proved using Hilbert's projective metrics. We recall, briefly, what these are, and refer the reader to Appendix B for more details.

Let $C_{n}:=\left\{h \in V_{n}: h \geq 0\right.$ a.e. $\}$. These are closed cones and $L_{n}^{\xi}\left(C_{n+1}\right) \subset C_{n}$. Given $h, g$ in the interior of $C_{n}$, let $M=M(h \mid g)$ and $m=m(h \mid g)$ denote the best constants in the double a.e. inequality $m g \leq h \leq M g$, and set

$$
d_{n}(h, g):=\log \left(\frac{M(h \mid g)}{m(h \mid g)}\right) \in[0, \infty], \quad\left(h, g \in C_{n}\right)
$$

This is a pseudo-metric on the interior of $C_{n}$, and $d(h, g)=0 \Leftrightarrow h, g$ are proportional. Also, for all $h, g$ in the interior of $C_{n}$,

$$
\begin{equation*}
\left\|\frac{h}{\int h}-\frac{g}{\int g}\right\|_{1} \leq \mathrm{e}^{d_{n}(h, g)}-1 . \tag{7.7}
\end{equation*}
$$

Denote $T_{n}^{\xi}:=L_{n}^{\xi} L_{n+1}^{\xi}: C_{n+2} \rightarrow C_{n}$. By the uniform ellipticity assumption and the bounds ess sup $|\mathrm{f}|<K$ and $|\xi| \leq 1$,

$$
\begin{equation*}
\mathrm{e}^{-2 K} \epsilon_{0}\|h\|_{1} \leq\left(T_{n}^{\xi} h\right)(x) \leq \mathrm{e}^{2 K} \epsilon_{0}^{-2}\|h\|_{1} \quad\left(h \in C_{n+2}\right) \tag{7.8}
\end{equation*}
$$

So $d_{n}\left(T_{n}^{\xi} h, 1\right) \leq 4 K+3 \log \left(1 / \epsilon_{0}\right)$, and the diameter of $T_{n}^{\xi}\left(C_{n+2}\right)$ in $C_{n}$ is less than $\Delta:=8 K+6 \log \left(1 / \epsilon_{0}\right)$. By Birkhoff's theorem (Theorem B.6), every linear map $T: C_{n+2} \rightarrow C_{n}$ such that the $d_{n}$-diameter of $T\left(C_{n+2}\right)$ in $C_{n}$ is less than $\Delta$, contracts $d_{n}$ at least by a factor $\theta:=\tanh (\Delta / 4)=\tanh \left(2 K+\frac{3}{2} \log \left(1 / \epsilon_{0}\right)\right) \in(0,1)$. Hence

$$
\begin{equation*}
d_{n}\left(T_{n+1}^{\xi} h, T_{n+1}^{\xi} g\right) \leq \theta d_{n+2}(h, g) \quad\left(h, g \in C_{n+2}\right) \tag{7.9}
\end{equation*}
$$

Since $\theta \in(0,1),\left\{L_{n}^{\xi} L_{n+1}^{\xi} \cdots L_{n+k-1}^{\xi} 1_{\varsigma_{n+k}}\right\}_{k \geq 1}$ is a Cauchy sequence in $C_{n}$, with respect to $d_{n}$. By (7.7),

$$
\frac{L_{n}^{\xi} L_{n+1}^{\xi} \cdots L_{n+k-1}^{\xi} 1 \Im_{n+k}}{\left\|L_{n}^{\xi} L_{n+1}^{\xi} \cdots L_{n+k-1}^{\xi} 1 \Im_{n+k}\right\|_{1}} \quad(k \geq 1) \text { is a Cauchy sequence in } L^{1}\left(\Im_{n}\right) \text {. Call the limiting function } h_{n}^{\xi} \text {. Clearly }
$$ $h_{n}^{\xi}$ has integral one, and $h_{n}^{\xi}$ is positive and bounded because of (7.8). It is also clear that $L_{n}^{\xi} h_{n+1}^{\xi}=\mathrm{e}^{p_{n}} h_{n}^{\xi}$ for some $p_{n} \in \mathbb{R}$. So $\left\{h_{n}^{\xi}\right\},\left\{p_{n}\right\}$ exist.

The proof shows that the $d_{n}$-diameter of $\bigcap_{k \geq 1} L_{n}^{\xi} \cdots L_{n+k-1}^{\xi}\left(C_{n+k}\right)$ is zero. So $h_{n}^{\xi}$ is unique up to multiplicative constant. Since $\int h_{n}^{\xi}=1$, it is unique.

The proof has a useful consequence: For every $R>0$, there exists $C_{0}>0$ and $\theta \in(0,1)$ (depending on $R$ ) such that for every $|\xi| \leq R$

$$
\begin{equation*}
d_{1}\left(L_{1}^{\xi} \cdots L_{N}^{\xi} h_{N+1}^{\xi}, L_{1}^{\xi} \cdots L_{N}^{\xi} 1\right) \leq C_{0} \theta^{N / 2} d_{N+1}\left(h_{N+1}^{\xi}, 1\right) \tag{7.10}
\end{equation*}
$$

The case when $N$ is even follows from (7.9). The case when $N$ is odd is obtained from the even case, by using the exponential contraction of $L_{2}^{\xi} \cdots L_{N}^{\xi}$, and Proposition B.5, that says that (7.9) holds even when $\Delta=\infty$ and $\theta=1$.

Lemma 7.14 Let $h(\cdot, \xi)$ be as in Lemma 7.13. If $a_{n}$ is bounded, then for every $R>0$ there is $C=C\left(R, \sup a_{n}\right)$ such that for all $n \geq 1$, a.e. $x \in \mathfrak{\Im}_{n}$ and $|\xi| \leq R$,

$$
h_{n}(x, 0)=1, p_{n}(0)=0, C^{-1} \leq h_{n}(x, \xi) \leq C \quad \text { and } \quad C^{-1}<\mathrm{e}^{p_{n}(\xi)}<C .
$$

Proof It is enough to consider the fundamental solution ( $a_{n}=0$ ); the general case follows from (7.5). So henceforth assume that $\int h_{n} \mathrm{~d} \mu_{n}=1$. It is also sufficient to consider the case $|\xi| \leq 1$; otherwise, we scale f .

The first two statements $\left(h_{n}(\cdot, 0) \equiv 1\right.$ and $\left.p_{n}(0)=0\right)$ are because $h_{n} \equiv 1$ solves (7.4) when $\xi=0$, and the solution is unique.

Let $\left\{h_{n}^{\xi}\right\}$ be the fundamental solution, then in the notation of the previous proof, $T_{n}^{\xi} h_{n+2}^{\xi}=\mathrm{e}^{p_{n}(\xi)+p_{n+1}(\xi)} h_{n}^{\xi}$. By (7.8), $\mathrm{e}^{-2 K} \epsilon_{0} \leq \mathrm{e}^{p_{n}(\xi)+p_{n+1}(\xi)} h_{n}^{\xi} \leq \mathrm{e}^{2 K} \epsilon_{0}^{-2}$. Integrating, we obtain $\mathrm{e}^{-2 K} \epsilon_{0} \leq \mathrm{e}^{p_{n}(\xi)+p_{n+1}(\xi)} \leq \mathrm{e}^{2 K} \epsilon_{0}^{-2}$. So,

$$
\begin{equation*}
\mathrm{e}^{-4 K} \epsilon_{0}^{3} \leq h_{n}^{\xi}(\cdot) \leq \mathrm{e}^{4 K} \epsilon_{0}^{-3} \tag{7.11}
\end{equation*}
$$

Next, $\mathrm{e}^{p_{n}(\xi)}=\int \mathrm{e}^{p_{n}} h_{n}^{\xi} \mathrm{d} \mu_{n}=\int L_{n}^{\xi} h_{n+1}^{\xi} \mathrm{d} \mu_{n}=\mathrm{e}^{ \pm K} \iint h_{n+1}^{\xi} \pi_{n, n+1}(x, \mathrm{~d} y) \mu_{n}(\mathrm{~d} y)$. By (7.11), $\mathrm{e}^{p_{n}(\xi)}=$ $\mathrm{e}^{ \pm\left(5 K+3\left|\log \epsilon_{0}\right|\right)}$.

In the next section we will choose $\xi_{N}$ to guarantee (7.2). As it turns out, the choice involves a condition on $p_{n}^{\prime}(\xi)$. Later, we will also need to use $p_{n}^{\prime \prime}(\xi)$. In preparation for this, we will now analyze the differentiability of $\xi \mapsto h_{n}^{\xi}$ and $\xi \mapsto p_{n}(\xi)$.

The map $\xi \mapsto h_{n}^{\xi}$ takes values in the Banach space $L^{\infty}$, and we will need the machinery of real-analytic maps into Banach spaces [49]. Here is a brief review. Suppose $\mathfrak{X}, \mathfrak{Y}$ ) are Banach spaces. Let $a_{n}: \mathfrak{X}^{n} \rightarrow \mathfrak{Y}$ be a multilinear map. We set $\left\|a_{n}\right\|:=\sup \left\{\left\|a_{n}\left(x_{1}, \ldots, x_{n}\right)\right\|: x_{i} \in \mathfrak{X},\left\|x_{i}\right\| \leq 1\right.$ for all $\left.i\right\}$. A multilinear map is called symmetric if it is invariant under the permutation of its coordinates. Given $x \in \mathfrak{X}$, we denote $a_{n} x^{n}:=a_{n}(x, \ldots, x)$. A power series is a formal expression $\sum_{n \geq 1} a_{n} x^{n}$ where $a_{n}: \mathfrak{X}^{n} \rightarrow \mathfrak{Y}$ are multilinear and symmetric. A function $\phi: \mathfrak{X} \rightarrow \mathfrak{Y}$ is called real-analytic at $x_{0}$, if there is some $r>0$ and a power series $\sum a_{n} x^{n}$, called the Taylor series at $x_{0}$, such that $\sum\left\|a_{n}\right\| r^{n}<\infty$ and $\phi(x)=\phi\left(x_{0}\right)+\sum_{n \geq 1} a_{n}\left(x-x_{0}\right)^{n}$ whenever $\left\|x-x_{0}\right\|<r$. One can check that if this happens, then:

$$
\begin{equation*}
a_{n}\left(x_{1}, \ldots, x_{n}\right)=\left.\left.\frac{1}{n!} \frac{\mathrm{d}}{\mathrm{~d} t_{1}}\right|_{t_{1}=0} \ldots \frac{\mathrm{~d}}{\mathrm{~d} t_{n}}\right|_{t_{n}=0} \phi\left(x_{0}+\sum_{i=1}^{n} t_{i} x_{i}\right) . \tag{7.12}
\end{equation*}
$$

Conversely, one can show that if $\sum a_{n}\left(x-x_{0}\right)^{n}$ has a positive radius of convergence with $a_{n}$ as in (7.12), then $\phi$ is real-analytic, and equal to its Taylor series at $x_{0}$, on a neighborhood of $x_{0}$.

Example 7.15 Let $\phi: \mathfrak{X} \times \mathfrak{X} \times \mathbb{R} \rightarrow \mathfrak{X}$ be the map $\phi(x, y, z):=x-y / z$. Then $\phi$ is real-analytic at every $\left(x_{0}, y_{0}, z_{0}\right)$ such that $z_{0} \neq 0$, and the coefficients of its Taylor series $\phi(x, y, z)=\phi\left(x_{0}, y_{0}, z_{0}\right)+\sum_{n=1}^{\infty} a_{n}\left(x-x_{0}, y-y_{0}, z-z_{0}\right)^{n}$ satisfy $\left\|a_{n}\right\|=O\left(\left\|y_{0}\right\| /\left|z_{0}\right|^{n+1}\right)+O\left(n /\left|z_{0}\right|^{n+1}\right)$.
Proof. If $\left|z-z_{0}\right|<\left|z_{0}\right|$, then $x-y z^{-1}=x-y z_{0}^{-1} \sum_{k \geq 0}(-1)^{k} z_{0}^{-k}\left(z-z_{0}\right)^{k}$. Let $\underline{x}_{i}:=\left(x_{i}, y_{i}, z_{i}\right)$ and $\left(t_{1}, \ldots, t_{n}\right) \in \mathbb{R}^{n}$. The series

$$
\begin{equation*}
\phi\left(\underline{x}_{0}+\sum_{i=1}^{n} t_{i} \underline{x}_{i}\right)=x_{0}+\sum_{i=1}^{n} t_{i} x_{i}+\sum_{k=0}^{\infty} \frac{(-1)^{k+1}}{z_{0}^{k+1}}\left(y_{0}+\sum_{i=1}^{n} t_{i} y_{i}\right)\left(\sum_{i=1}^{n} t_{i} z_{i}\right)^{k} \tag{7.13}
\end{equation*}
$$

converges in norm whenever $\left(t_{1}, \ldots, t_{n}\right) \in A_{n}:=\left[\left|\sum_{i=1}^{n} t_{i} z_{i}\right|<\left|z_{0}\right|\right]$.
In particular, on $A_{n}$, this series is real-analytic separately in each $t_{i}$, and can be differentiated term-by-term infinitely many times.

To find $a_{n}\left(\underline{x}_{1}, \ldots, \underline{x}_{n}\right)$ we observe that the differential (7.12) is equal to the coefficient of $t_{1} \cdots t_{n}$ on the right-hand-side of (7.13). So for $n>2$,

$$
a_{n}\left(\underline{x}_{1}, \ldots, \underline{x}_{n}\right)=(-1)^{n+1} y_{0} z_{0}^{-(n+1)} \cdot z_{1} \cdots z_{n}+(-1)^{n} z_{0}^{-n} \sum_{i=1}^{n} y_{i} z_{1} \cdots \widehat{z_{i}} \cdots z_{n}
$$

where the hat above $z_{i}$ indicates that the $i$-th term should be omitted. It follows that $\left\|a_{n}\right\|=O\left(\left\|y_{0}\right\| /\left|z_{0}\right|^{n+1}\right)+$ $O\left(n /\left|z_{0}\right|^{n}\right)$.

Lemma 7.16 The functions $\xi \mapsto h_{n}^{\xi}, p_{n}(\xi)$ are real-analytic. If $a_{n}$ is bounded, then for every $R>0$ there is $C\left(R, \sup a_{n}\right)>0$ such that for every $|\xi| \leq R$ and $n \geq 1$,

$$
\left\|\frac{\partial}{\partial \xi} h_{n}(\cdot, \xi)\right\|_{\infty} \leq C(R), \quad\left\|\frac{\partial^{2}}{\partial \xi^{2}} h_{n}(\cdot, \xi)\right\|_{\infty} \leq C(R)
$$

Proof Without loss of generality, $R=1$ and $h_{n}^{\xi}$ are the fundamental solutions ( $a_{n}=0$ ), i.e. $\int h_{n}^{\xi} \mathrm{d} \mu_{n}=1$. Fix $|\xi| \leq 1$ and let $T_{n}:=T_{n}^{\xi}, h_{n}(\cdot)=h_{n}(\cdot, \xi)$ be as in the proof of Lemma 7.13. Define two Banach spaces:

$$
\begin{aligned}
& X:=\left\{\left(S_{n}\right)_{n \in \mathbb{N}}: \begin{array}{l}
S_{n}: L^{\infty}\left(\mathfrak{S}_{n+2}\right) \rightarrow L^{\infty}\left(\mathfrak{S}_{n}\right) \text { are bounded linear operators, } \\
\text { and }\|S\|:=\sup _{n}\left\|S_{n}\right\|<\infty
\end{array}\right\} \\
& Y:=\left\{\left(\varphi_{n}\right)_{n \in \mathbb{N}}: \varphi_{n} \in L^{\infty}\left(\mathbb{S}_{n}\right),\|\varphi\|:=\sup \left\|\varphi_{n}\right\|_{\infty}<\infty\right\}
\end{aligned}
$$

By (7.8), $T:=\left(T_{n}\right)$ belongs to $X$. By Lemma 7.14, $h:=\left(h_{n}\right)_{n \in \mathbb{N}}$ belongs to $Y$.
Step 1. There exists some $0<\delta<1$ such that for every $(S, \varphi) \in X \times Y$, for all $|\xi| \leq 1$, if $\|S-T\|<\delta$ and $\|\varphi-h\|<\delta$, then $\inf \left|\int\left(S_{n} \varphi_{n+2}\right)\right|>\delta$.
Proof of the Step. Let $C:=\sup _{|\xi| \leq 1} \sup _{n}\left\|h_{n}^{\xi}\right\|_{\infty}$. By (7.8), $\left\|T_{n}\right\| \leq M$ where $M:=\mathrm{e}^{2 K} \epsilon_{0}^{-2}$, and by Lemma 7.14, there is a constant $\varepsilon_{1}>0$ so that for all $n$ and $|\xi| \leq 1, \varepsilon_{1} \leq\left(T_{n} h_{n+2}\right)(x) \leq \varepsilon_{1}^{-1}$.

So if $\|S-T\|<\delta$ and $\|\varphi-h\|<\delta$, then for a.e. $x$,

$$
\begin{aligned}
& S_{n} \varphi_{n+2}(x)=\left(T_{n} h_{n+2}\right)(x)-\left(T_{n}-S_{n}\right) h_{n+2}(x)-S_{n}\left(h_{n+2}-\varphi_{n+2}\right)(x) \\
& \geq \varepsilon_{1}-\|T-S\|\|h\|-(\|S-T\|+\|T\|)\|h-\varphi\| \geq \varepsilon_{1}-C \delta-(\delta+M) \delta
\end{aligned}
$$

If $\delta$ is small enough, then $S_{n} \varphi_{n+2}>\delta$ a.e. for all $n$, and the step follows.
Henceforth we fix $\delta$ as in Step 1. Let $B_{\delta}(T):=\{S \in X:\|S-T\|<\delta\}$ and $B_{\delta}(h):=\{\varphi \in Y:\|\varphi-h\|<\delta\}$. Define

$$
\Upsilon: B_{\delta}(T) \times B_{\delta}(h) \rightarrow Y, \quad \Upsilon(S, \varphi):=\left(\varphi_{n}-\frac{S_{n} \varphi_{n+2}}{\int\left(S_{n} \varphi_{n+2}\right) \mathrm{d} \mu_{n}}\right)_{n \in \mathbb{N}}
$$

This is well-defined by the choice of $\delta$, and $\Upsilon(T, h)=0$.
STEP 2. $\Upsilon$ is real-analytic on $B_{\delta}(T) \times B_{\delta}(h)$.
Proof of the Step. $\Upsilon=\Phi\left(\Upsilon^{(1)}, \Upsilon^{(2)}, \Upsilon^{(3)}\right)$, with

- $\Phi\left((\varphi, \psi, \xi)_{i \geq 1}\right)=\left(\varphi_{i}-\xi_{i}^{-1} \psi_{i}\right)_{i \geq 1} ; \quad \quad-\Upsilon^{(1)}: X \times Y \rightarrow Y, \Upsilon^{(1)}(S, \varphi)=\varphi ;$
- $\Upsilon^{(2)}: X \times Y \rightarrow Y, \Upsilon^{(2)}(S, \varphi)=\left(S_{n} \varphi_{n+2}\right)_{n \in \mathbb{N}} ; \bullet \Upsilon^{(3)}: X \times Y \rightarrow \ell^{\infty}, \Upsilon^{(3)}(S, \varphi)=\left(\int\left(S_{n} \varphi_{n+2}\right) \mathrm{d} \mu_{n}\right)_{n \in \mathbb{N}}$.

We claim that for each $i$, some high-order derivative of $\Upsilon^{(i)}$ is identically zero. Let $D$ be the total derivative, and let $D_{i}$ be the partial derivative with respect to the $i$-th variable, then:

- $D^{2} \Upsilon^{(1)}=0$, because $\Upsilon^{(1)}$ is linear, so its first total derivative is constant.
- $D^{3} \Upsilon^{(2)}=0$ : Starting with the identity $\Upsilon^{(2)}(S, \varphi)=\left(S_{n} \varphi_{n+2}\right)_{n \in \mathbb{N}}$, we find by repeated differentiation that

$$
\begin{array}{lll}
\left(D_{1} \Upsilon^{(2)}\right)(S, \varphi)\left(S^{\prime}\right)=\left(S_{n}^{\prime} \varphi_{n+2}\right)_{n \in \mathbb{Z}} & , & \left(D_{1}^{2} \Upsilon^{(2)}\right)(S, \varphi)=0 \\
\left(D_{2} \Upsilon^{(2)}\right)(S, \varphi)\left(\varphi^{\prime}\right)=\left(S_{n} \varphi_{n+2}^{\prime}\right)_{n \in \mathbb{Z}}, & \left(D_{2}^{2} \Upsilon^{(2)}\right)(S, \varphi)=0 \\
\left(D_{1} D_{2} \Upsilon^{(2)}\right)(S, \varphi)\left(S^{\prime}, \varphi^{\prime}\right)=\left(S_{n}^{\prime} \varphi_{n+2}^{\prime}\right)_{n \in \mathbb{Z}} . &
\end{array}
$$

We see that all second-order partial derivatives of $\Upsilon^{(2)}$ at $(S, \varphi)$ do not depend on $(S, \varphi)$. Therefore $D^{2} \Upsilon^{(2)}$ is constant, and $D^{3} \Upsilon^{(2)}=0$.

- $D^{3} \Upsilon^{(3)}=0$, because $\Upsilon^{(3)}=L \circ \Upsilon^{(2)}$ where $L$ is a bounded linear map, so $D^{3}\left(L \circ \Upsilon^{(2)}\right)=L D^{3} \Upsilon^{(2)}=0$.

Consequently, $\Upsilon^{(i)}$ are real-analytic on their domains (with finite Taylor series).

By Step $1, \vec{\Upsilon}:=\left(\Upsilon^{(1)}, \Upsilon^{(2)}, \Upsilon^{(3)}\right)$ maps $B_{\delta}(T) \times B_{\delta}(h)$ into

$$
U:=\left\{(\varphi, \psi, \xi) \in Y \times Y \times \ell^{\infty}:\|\varphi\|<C+\delta,\|\psi\|<(C+\delta)(M+\delta), \inf \left|\xi_{i}\right|>\delta / 2\right\}
$$

We will show that $\Phi$ is real-analytic on $U$.
By Example 7.15, $x-\frac{y}{z}=\sum_{n=0}^{\infty} a_{n}\left(x_{0}, y_{0}, z_{0}\right)\left(x-x_{0}, y-y_{0}, z-z_{0}\right)^{n}$, where $a_{n}\left(x_{0}, y_{0}, z_{0}\right):\left(\mathbb{R}^{3}\right)^{n} \rightarrow \mathbb{R}$ are symmetric multilinear functions depending on $\left(x_{0}, y_{0}, z_{0}\right)$, and satisfying $\left\|a_{n}\left(x_{0}, y_{0}, z_{0}\right)\right\|=O\left(\left|y_{0}\right| /\left|z_{0}\right|^{n+1}\right)+O\left(n /\left|z_{0}\right|^{n+1}\right)$. So

$$
\begin{equation*}
\Phi(\varphi, \psi, \xi)=\Phi\left(\varphi^{(0)}, \psi^{(0)}, \xi^{(0)}\right)+\sum_{n=1}^{\infty} A_{n}\left(\varphi-\varphi^{(0)}, \psi-\psi^{(0)}, \xi-\xi^{(0)}\right)^{n} \tag{7.14}
\end{equation*}
$$

where $A_{n}\left(\left(\varphi^{(1)}, \psi^{(1)}, \xi^{(1)}\right), \ldots,\left(\varphi^{(n)}, \psi^{(n)}, \xi^{(n)}\right)\right) \in Y$ has $i$-th entry

$$
a_{n}\left(\varphi_{i}^{(0)}(x), \psi_{i}^{(0)}(x), \xi_{i}^{(0)}\right)\left(\left(\varphi_{i}^{(1)}(x), \psi_{i}^{(1)}(x), \xi_{i}^{(1)}\right), \ldots,\left(\varphi_{i}^{(n)}(x), \psi_{i}^{(n)}(x), \xi_{i}^{(n)}\right)\right)
$$

$A_{n}$ inherits multilinearity and symmetry from $a_{n}$, and by construction,

$$
\left\|A_{n}\right\| \leq \sup \left\{\left\|a_{n}\left(x_{0}, y_{0}, z_{0}\right)\right\|:\left|x_{0}\right|,\left|y_{0}\right| \leq(C+\delta)(M+1+\delta),\left|z_{0}\right|>\frac{\delta}{2}\right\}=O\left(\frac{2^{n} n}{\delta^{n}}\right)
$$

So the right-hand-side of (7.14) has positive radius of convergence, proving the analyticity of $\Phi: U \rightarrow Y$. The step follows from the well-known result that the composition of real-analytic functions is real-analytic, see [49].
Step 3. $\left(D_{2} \Upsilon\right)(T, h): Y \rightarrow Y$ has a bounded inverse.
Proof. A direct calculation gives $\left(D_{2} \Upsilon\right)(T, h)(\varphi)=\varphi-\Lambda \varphi$, where $(\Lambda \varphi)_{n}=\frac{T_{n} \varphi_{n+2}}{\int\left(T_{n} h_{n+2}\right) \mathrm{d} \mu_{n}}-\left(\frac{\int\left(T_{n} \varphi_{n+2}\right) \mathrm{d} \mu_{n}}{\int\left(T_{n} h_{n+2}\right) \mathrm{d} \mu_{n}}\right) h_{n}$.
It is sufficient to show that $\Lambda$ has spectral radius strictly smaller than one.
Let $T_{n}^{(k)}:=T_{n} T_{n+2} \cdots T_{n+2(k-1)}$, then we claim that

$$
\begin{equation*}
\left(\Lambda^{k} \varphi\right)_{n}=\frac{T_{n}^{(k)} \varphi_{n+2 k}}{\int\left(T_{n}^{(k)} h_{n+2 k}\right) \mathrm{d} \mu_{n}}-\left(\frac{\int\left(T_{n}^{(k)} \varphi_{n+2 k}\right) \mathrm{d} \mu_{n}}{\int\left(T_{n}^{(k)} h_{n+2 k}\right) \mathrm{d} \mu_{n}}\right) h_{n} \tag{7.15}
\end{equation*}
$$

To see this, we use $T_{m} h_{m+2} \propto h_{m}$ and $\int h_{m} \mathrm{~d} \mu_{m}=1$ to note that

$$
\int\left(T_{n}^{(k+1)} h_{n+2(k+1)}\right) \mathrm{d} \mu_{n}=\int\left(T_{n} h_{n+2}\right) \mathrm{d} \mu_{n} \int\left(T_{n+2}^{(k)} h_{n+2(k+1)}\right) \mathrm{d} \mu_{n+2}
$$

With this identity in mind, the formula for $\Lambda^{k}$ follows by induction.
We now explain why (7.15) implies that the spectral radius of $\Lambda$ is less than one.
Fix $\varphi \in Y$. Recall that $C^{-1} \leq h_{n} \leq C$ for all $n$, and let $\psi:=\varphi+2 C\|\varphi\| h$. Then $\psi \in Y, \Lambda^{k} \psi=\Lambda^{k} \varphi$ for all $k$ (because $\Lambda h=0$ ), and for all $n$

$$
\begin{equation*}
C\|\varphi\| h_{n} \leq \psi_{n} \leq 3 C\|\varphi\| h_{n} . \tag{7.16}
\end{equation*}
$$

In particular, if $C_{n}$ is the cone from the proof of Lemma 7.13, and $d_{n}$ is its projective Hilbert metric, then $\psi_{n} \in C_{n}$ and $d_{n}\left(\psi_{n}, h_{n}\right) \leq \log 3$. Since $T_{n}$ contracts the Hilbert projective norm by a factor $\theta \in(0,1)$, $d_{n}\left(T_{n}^{(k)} \psi_{n+2 k}, T_{n}^{(k)} h_{n+2 k}\right) \leq \theta^{k} \log 3$. This implies by the definition of $d_{n}$ that for a.e. $x \in \Im_{n}$,

$$
\left|\frac{\left(T_{n}^{(k)} \psi_{n+2 k}\right)(x) / \int\left(T_{n}^{(k)} \psi_{n+2 k}\right)}{\left(T_{n}^{(k)} h_{n+2 k}\right)(x) / \int\left(T_{n}^{(k)} h_{n+2 k}\right)}-1\right| \leq \max \left\{3^{\theta^{k}}-1,1-3^{-\theta^{k}}\right\}=: \varepsilon_{k} .
$$

The denominator simplifies to $h_{n}$. So

$$
\begin{equation*}
\left\|\frac{\left(T_{n}^{(k)} \psi_{n+2 k}\right)}{\int\left(T_{n}^{(k)} \psi_{n+2 k}\right)}-h_{n}\right\|_{\infty} \leq \varepsilon_{k}\|h\| . \tag{7.17}
\end{equation*}
$$

By (7.16), $C\|\varphi\| T_{n}^{(k)} h_{n+2 k} \leq T_{n}^{(k)} \psi_{n+2 k} \leq 3 C\|\varphi\| T_{n}^{(k)} h_{n+2 k}$; therefore

$$
\begin{equation*}
C\|\varphi\| \leq \frac{\int\left(T_{n}^{(k)} \psi_{n+2 k}\right)}{\int\left(T_{n}^{(k)} h_{n+2 k}\right)} \leq 3 C\|\varphi\| \tag{7.18}
\end{equation*}
$$

By (7.15), (7.17) and (7.18),
$\left\|\Lambda^{k} \psi\right\|=\sup _{n}\left\|\frac{T_{n}^{(k)} \psi_{n+2 k}}{\int T_{n}^{(k)} h_{n+2 k}}-\frac{\int T_{n}^{(k)} \psi_{n+2 k}}{\int T_{n}^{(k)} h_{n+2 k}} \cdot h_{n}\right\| \leq \sup _{n}\left\|\frac{T_{n}^{(k)} \psi_{n+2 k}}{\int T_{n}^{(k)} \psi_{n+2 k}}-h_{n}\right\|_{\infty} \sup _{n}\left\|\frac{\int T_{n}^{(k)} \psi_{n+2 k}}{\int T_{n}^{(k)} h_{n+2 k}}\right\|_{\infty} \leq 3 C \varepsilon_{k}\|h\|\|\varphi\|$.
In summary, $\left\|\Lambda^{k} \varphi\right\|=O\left(\varepsilon_{k}\|\varphi\|\right)$. Since $\lim \sqrt[k]{\varepsilon_{k}}=\theta<1$, the spectral radius of $\Lambda$ is less than 1 . Therefore $D_{2} \Upsilon \equiv \operatorname{Id}-\Lambda$ has a bounded inverse.

We can now complete the proof of the lemma. We constructed a real-analytic function $\Upsilon: X \times Y \rightarrow Y$ such that $\Upsilon(T, h)=0$ and $\left(D_{2} \Upsilon\right)(T, h): Y \rightarrow Y$ has a bounded inverse. By the implicit function theorem for real-analytic functions on Banach spaces [199], $T$ has a neighborhood $W \subset X$ where one can define a real-analytic function $h: W \rightarrow Y$ so that $\Upsilon(S, h(S))=0$.

Recall that $T=T^{\xi}:=\left\{T_{n}^{\xi}\right\}_{n \in \mathbb{N}}$ and $h=\left\{h_{n}(\cdot, \xi)\right\}_{n \geq 1}$. It is easy to see using ess sup $|\mathrm{f}|<\infty$ that $\eta \mapsto T^{\eta}$ is real-analytic (even holomorphic). Therefore the composition $\eta \mapsto h\left(T^{\eta}\right)$ is real-analytic.

We will now show that $h\left(T^{\eta}\right)=h^{\eta}=\left\{h_{n}^{\eta}\right\}_{n \geq 1}$, for all $|\eta|$ small enough, and deduce real-analyticity with uniform derivative bounds for $\eta \mapsto h_{n}^{\eta}(x)$. Since $h_{n}(\cdot, \xi)$ are uniformly bounded below by a positive constant, we can choose $W$ so that the functions $h(S)_{n}$ are uniformly bounded from below for $S \in W$ and $n \in \mathbb{N}$. In particular, for all $\eta$ close enough to $\xi, T^{\eta} \in W$, and $h\left(T^{\eta}\right)_{n}$ are all positive. Next, by construction, $\Upsilon\left(T^{\eta}, h\left(T^{\eta}\right)\right)=0$, and this implies that $T_{n}^{\eta} h\left(T^{\eta}\right)_{n+2} \propto h\left(T^{\eta}\right)_{n}$ and $\int h\left(T^{\eta}\right)_{n} \mathrm{~d} \mu_{n}=1$ for all $n$.

Lemma 7.13 and its proof show that there can be at most one sequence of functions like that. So $h\left(T^{\eta}\right)=$ $\left\{h_{n}(\cdot, \eta)\right\}_{n \geq 1}$ for all $\eta$ sufficiently close to $\xi$.

Thus $\eta \mapsto\left\{h_{n}^{\eta}\right\}_{n \geq 1}$ is real-analytic, as a function taking values in $Y$. It follows that $\eta \mapsto h_{n}(\cdot, \eta)$ is real-analytic for all $n$, and $\left\{\frac{\partial^{j}}{\partial \eta^{j}} h_{n}(\cdot, \eta)\right\}_{n \geq 1}=\frac{\partial^{j}}{\partial \eta^{j}} h\left(T^{\eta}\right) \in Y$ for all $j$. By the definition of $Y$, $\sup _{n \geq 1}\left\|\left.\frac{\partial^{j}}{\partial \eta^{j}}\right|_{\eta=\xi} h_{n}(\cdot, \eta)\right\|_{\infty}=\left\|\left.\frac{\partial^{j}}{\partial \eta^{j}}\right|_{\eta=\xi} h\left(T^{\eta}\right)\right\|<\infty$ for all $j \in \mathbb{N}$. Since $\eta \mapsto h\left(T^{\eta}\right)$ is real-analytic on a neighborhood of $\xi$, this norm is uniformly bounded on compact sets of $\xi$. The lemma is proved.

### 7.3.3 Choosing the Parameters

Fix $\xi$ and $\left\{a_{n}\right\}$, and construct $p_{n}(\xi)$ and $h_{k}(\cdot, \xi)$ as in Lemma 7.13. Let $\widetilde{\mathrm{X}}^{\xi}$ denote the Markov chain with the initial distribution and state spaces of X , but with transition probabilities $\widetilde{\pi}_{n, n+1}^{\xi}(x, \mathrm{~d} y)=\mathrm{e}^{\xi f_{n}(x, y)} \frac{h_{n+1}(y, \xi)}{\mathrm{e}^{p_{n}(\xi)} h_{n}(x, \xi)}$. $\pi_{n, n+1}(x, \mathrm{~d} y)$.
Denote the expectation and variance operators of this chain by $\widetilde{\mathbb{E}}^{\xi}, \widetilde{V}^{\xi}$. We now show that if $V_{N}:=\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$ is sufficiently small, then it is possible to choose $\xi_{N}$ and $a_{n}$ bounded such that

$$
\widetilde{\mathbb{E}}^{\xi_{N}}\left(S_{N}\right)=z_{N}+O(1), \frac{z_{N}-\widetilde{\mathbb{E}}^{\xi_{N}}\left(S_{N}\right)}{\sqrt{\widetilde{V} \xi_{N}\left(S_{N}\right)}} \xrightarrow[N \rightarrow \infty]{ } 0 \text { and } \sum_{n=1}^{N} p_{n}^{\prime}(0)=\mathbb{E}\left(S_{N}\right)
$$

The construction will show that if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then $\xi_{N} \rightarrow 0$.

Recall that while the choice of $\left\{a_{n}\right\}$ affects $h_{n}^{\xi}:=h_{n}(\cdot, \xi)$, it does not affect $\widetilde{\pi}_{n, n+1}^{\xi}$. Specifically, if $\bar{h}_{n}^{\xi}:=\bar{h}_{n}(\cdot, \xi)$ and $\bar{p}_{n}(\xi) \in \mathbb{R}$ is the fundamental solution, then $\bar{h}_{n}^{\xi}=\mathrm{e}^{-a_{n} \xi} h_{n}(\cdot, \xi)$ and $\bar{p}_{n}(\xi)=p_{n}(\xi)+a_{n} \xi-a_{n+1} \xi$, so

$$
\widetilde{\pi}_{n, n+1}^{\xi}(x, \mathrm{~d} y)=\mathrm{e}^{\xi f_{n}(x, y)} \frac{\bar{h}_{n+1}(x, \xi)}{\mathrm{e}^{\bar{p}_{n}(\xi)} \bar{h}_{n}(y, \xi)} \pi_{n, n+1}(x, \mathrm{~d} y) . \text { Let } \bar{P}_{N}(\xi):=\bar{p}_{1}(\xi)+\cdots+\bar{p}_{N}(\xi)
$$

Lemma $7.17 \xi \mapsto \bar{P}_{N}(\xi)$ is real-analytic, and for every $R>0$ there is a constant $C(R)$ such that for all $|\xi| \leq R$ and $N \in \mathbb{N}$,
(1) $\left|\bar{P}_{N}^{\prime}(\xi)-\widetilde{\mathbb{E}} \xi\left(S_{N}\right)\right| \leq C(R)$;
(2) Suppose $V_{N} \rightarrow \infty$. Then $C(R)^{-1} \leq \widetilde{V}^{\xi}\left(S_{N}\right) / V_{N} \leq C(R)$ for all $N$ and $|\xi| \leq R$.

Moreover $\bar{P}_{N}^{\prime \prime}(\xi) / \widetilde{V}^{\xi}\left(S_{N}\right) \xrightarrow[N \rightarrow \infty]{ } 1$ uniformly in $|\xi| \leq R$.
Proof We have the identity $\mathrm{e}^{\bar{P}_{N}(\xi)}=\int\left(L_{1}^{\xi} \cdots L_{N}^{\xi} \bar{h}_{N+1}^{\xi}\right)(x) \mu_{1}(\mathrm{~d} x)$. Since $\xi \mapsto \bar{h}^{\xi}$ and $\xi \mapsto L_{n}^{\xi}$ are real-analytic, $\xi \mapsto \bar{P}_{N}(\xi)$ is real-analytic.

Given $x \in \mathfrak{S}_{1}$ (the state space of $X_{1}$ ), define two measures on $\prod_{i=2}^{N+1} \Im_{i}$ so that for every $E_{i} \in \mathscr{B}\left(\Im_{i}\right)$

$$
\begin{aligned}
& \pi_{x}\left(E_{2} \times \cdots \times E_{N+1}\right):=\mathbb{P}\left(X_{2} \in E_{2}, \ldots, X_{N+1} \in E_{N+1} \mid X_{1}=x\right) \\
& \widetilde{\pi}_{x}^{\xi}\left(E_{2} \times \cdots \times E_{N+1}\right):=\widetilde{\mathbb{P}}^{\xi}\left(\widetilde{X}_{2}^{\xi} \in E_{2}, \ldots, \widetilde{X}_{N+1}^{\xi} \in E_{N+1} \mid \widetilde{X}_{1}^{\xi}=x\right)
\end{aligned}
$$

Let $S_{N}\left(x, y_{2}, \ldots, y_{N+1}\right):=f_{1}\left(x, y_{1}\right)+\sum_{i=2}^{N} f_{i}\left(y_{i}, y_{i+1}\right)$, then $\frac{\mathrm{d} \bar{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\left(y_{2}, \ldots, y_{N+1}\right)=\mathrm{e}^{\xi S_{N}(x, \underline{y})} \mathrm{e}^{-\bar{P}_{N}(\xi)}\left(\frac{\bar{h}_{N+1}\left(y_{N+1}, \xi\right)}{\bar{h}_{1}(x, \xi)}\right)$.
By Lemma 7.16, $\xi \mapsto \frac{\mathrm{d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\left(y_{2}, \ldots, y_{N+1}\right)$ is real-analytic. Differentiating, gives

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} \xi}\left[\frac{\mathrm{~d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\right]=\left[S_{N}(x, \underline{y})-\bar{P}_{N}^{\prime}(\xi)+\epsilon_{N}\left(x, y_{N+1}, \xi\right)\right] \frac{\mathrm{d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}} \tag{7.19}
\end{equation*}
$$

where $\epsilon_{N}\left(x, y_{N+1}, \xi\right):=\frac{\bar{h}_{1}(x, \xi)}{\bar{h}_{N+1}\left(y_{N+1}, \xi\right)} \frac{\mathrm{d}}{\mathrm{d} \xi}\left(\frac{\bar{h}_{N+1}\left(y_{N+1}, \xi\right)}{\bar{h}_{1}(x, \xi)}\right)$. By Lemmas 7.14 and $7.16, \epsilon_{N}\left(x, y_{N+1}, \xi\right)$ is uniformly bounded in $N, x, \underline{y}$, and $|\xi| \leq R$.

Fix $N$. By the intermediate value theorem and the uniform boundedness of $\frac{d}{d \xi}\left[\frac{\mathrm{~d} \tilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\right]$ on compact subsets of $\xi \in \mathbb{R}, \frac{1}{\delta}\left[\frac{\mathrm{~d} \tilde{\pi}_{x}^{\xi+\delta}}{\mathrm{d} \pi_{x}}-\frac{\mathrm{d} \tilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\right]$ is uniformly bounded for $0<\delta<1$. By the bounded convergence theorem,

$$
\int \lim _{\delta \rightarrow 0} \frac{1}{\delta}\left[\frac{\mathrm{~d} \widetilde{\pi}_{x}^{\xi+\delta}}{\mathrm{d} \pi_{x}}-\frac{\mathrm{d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\right] \mathrm{d} \pi_{x}=\lim _{\delta \rightarrow 0} \int \frac{1}{\delta}\left[\frac{\mathrm{~d} \widetilde{\pi}_{x}^{\xi+\delta}}{\mathrm{d} \pi_{x}}-\frac{\mathrm{d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\right] \mathrm{d} \pi_{x}=0
$$

So $\int \frac{\mathrm{d}}{\mathrm{d} \xi}\left[\frac{\mathrm{d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\right] \mathrm{d} \pi_{x}=0$, whence by (7.19), $0=\widetilde{\mathbb{E}}_{x}^{\xi}\left(S_{N}\right)-\bar{P}_{N}^{\prime}(\xi)+O(1)$ (here $\widetilde{\mathbb{E}}_{x}^{\xi}=\widetilde{\mathbb{E}}^{\xi}\left(\cdot \mid \widetilde{X}_{1}^{\xi}=x\right)$ ). Integrating with respect to $x$ we obtain that $\bar{P}_{N}^{\prime}(\xi)=\widetilde{\mathbb{E}}^{\xi}\left(S_{N}\right)+O(1)$ uniformly in $|\xi| \leq R$, as $N \rightarrow \infty$.

Differentiating (7.19) again gives

$$
\begin{aligned}
& \frac{\mathrm{d}^{2}}{\mathrm{~d} \xi^{2}}\left[\frac{\mathrm{~d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\right]=\frac{\mathrm{d}}{\mathrm{~d} \xi}\left[\frac{\mathrm{~d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}}\left(S_{N}(x, \underline{y})-\bar{P}_{N}^{\prime}(\xi)+\epsilon_{N}\left(x, y_{N+1}, \xi\right)\right)\right] \\
& =\frac{\mathrm{d} \widetilde{\pi}_{x}}{\mathrm{~d} \pi_{x}}\left[\left(S_{N}(x, \underline{y})-\bar{P}_{N}^{\prime}(\xi)+\epsilon_{N}\left(x, y_{N+1}, \xi\right)\right)^{2}-\bar{P}_{N}^{\prime \prime}(\xi)+\frac{\mathrm{d} \epsilon_{N}}{\mathrm{~d} \xi}\right]
\end{aligned}
$$

By Lemmas 7.14 and 7.16, $\frac{\mathrm{d} \epsilon_{N}}{\mathrm{~d} \xi}$ is uniformly bounded in $x, y_{N+1}, N$ and $|\xi| \leq R$. As before, $\int \frac{\mathrm{d}^{2}}{\mathrm{~d} \xi^{2}} \frac{\mathrm{~d} \bar{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}} \mathrm{~d} \pi_{x}=\frac{\mathrm{d}^{2}}{\mathrm{~d} \xi^{2}} \int \frac{\mathrm{~d} \widetilde{\pi}_{x}^{\xi}}{\mathrm{d} \pi_{x}} \mathrm{~d} \pi_{x}=0$. As $\bar{P}_{N}^{\prime}(\xi)=\widetilde{\mathbb{E}}^{\xi}\left(S_{N}\right)+O(1)$, we get:

$$
\begin{align*}
0 & =\widetilde{\mathbb{E}}^{\xi}\left[\left(S_{N}-\widetilde{\mathbb{E}}^{\xi}\left(S_{N}\right)+O(1)\right)^{2}\right]-\bar{P}_{N}^{\prime \prime}(\xi)+O(1)  \tag{7.20}\\
& =\widetilde{V}^{\xi}\left(S_{N}\right)-\bar{P}_{N}^{\prime \prime}(\xi)+O(1) \sqrt{\widetilde{V} \xi}\left(S_{N}\right)+O(1) \tag{7.21}
\end{align*}
$$

The proof shows that the big-Oh's are uniformly bounded for all $N$ and $|\xi| \leq R$.
If $|\xi| \leq R$, then $\widetilde{\pi}_{n, n+1}^{\xi}(x, \mathrm{~d} y)$ are uniformly elliptic with $\epsilon_{0}$ replaced by $\epsilon_{0} /\left(C^{4} \mathrm{e}^{2 K R}\right)$ with the $C$ in Lemma 7.14. Thus by Theorem 3.7, $\widetilde{V}^{\xi}\left(S_{N}\right) \asymp \sum_{n=3}^{N} u_{n}^{2}(\xi)$ where $u_{n}(\xi)$ are the structure constants of $\left\{\widetilde{X}_{n}^{\xi}\right\}$.

Using Corollary 2.10, it is not difficult to show that the hexagon measures associated to $\widetilde{X}^{\xi}$ and X on $\operatorname{Hex}(N, n)$ with $5 \leq n \leq N<\infty$ are equivalent, and their Radon-Nikodym derivatives are bounded away from zero and infinity uniformly in $n, N$. Therefore $u_{n}(\xi) \asymp u_{n}(\mathrm{X}, \mathrm{f})$. By Theorem $3.6, \widetilde{V}^{\xi}\left(S_{N}\right) \asymp V_{N} \rightarrow \infty$, uniformly in $N$ and $|\xi| \leq R$. By $(7.21), \bar{P}_{N}^{\prime \prime}(\xi) / \widetilde{V}^{\xi}\left(S_{N}\right) \xrightarrow[N \rightarrow \infty]{\longrightarrow} 1$ uniformly on compacts.

The Choice of $\boldsymbol{a}_{N}$ : Lemma 7.17(1) with $\xi=0$ says that $\bar{P}_{N}^{\prime}(0)=\mathbb{E}\left(S_{N}\right)+O(1)$. The error term is a nuisance, and we will choose $a_{n}$ to get rid of it. Given $N$, let

$$
\begin{equation*}
a_{n}:=\mathbb{E}\left(S_{n-1}\right)-\bar{P}_{n-1}^{\prime}(0), a_{1}:=0 \tag{7.22}
\end{equation*}
$$

This is bounded, because of Lemma 7.17(1). Let $h_{n}^{\xi}(x):=\mathrm{e}^{a_{n} \xi} \bar{h}_{n}(x, \xi)$ and

$$
\begin{equation*}
p_{n}(\xi):=\bar{p}_{n}(\xi)+\left(a_{n+1}-a_{n}\right) \xi \tag{7.23}
\end{equation*}
$$

The transition kernel $\widetilde{\pi}_{n, n+1}^{\xi}$ is left unchanged, because the differences between $\bar{h}_{n}$ and $h_{n}$ and between $\bar{p}_{n}$ and $p_{n}$ cancel out. But now, $P_{N}^{\prime}(0)=\mathbb{E}\left(S_{N}\right)$, where

$$
\begin{equation*}
P_{N}(\xi):=p_{1}(\xi)+\cdots+p_{N}(\xi) \equiv \bar{P}_{N}(\xi)+\left(\mathbb{E}\left(S_{N}\right)-\bar{P}_{N}^{\prime}(0)\right) \xi \tag{7.24}
\end{equation*}
$$

Properties of $\boldsymbol{P}_{N}(\xi)$ : Recall that $\mathcal{F}_{N}(\xi):=\frac{1}{V_{N}} \log \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)$, and that $\widetilde{V}^{\xi}$ is the variance with respect to the change of measure $\widetilde{X}^{\xi}$.

Lemma 7.18 Suppose $V_{N} \rightarrow \infty$, then $\xi \mapsto P_{N}(\xi)$ is real-analytic, and:
(1) $P_{N}^{\prime}(0)=\mathbb{E}\left(S_{N}\right) . \quad$ (2) $\forall R>0, \exists C(R)>0$ s.t. $\left|P_{N}^{\prime}(\xi)-\widetilde{\mathbb{E}}^{\xi}\left(S_{N}\right)\right| \leq C(R)$ for all $|\xi| \leq R, N \in \mathbb{N}$.
(3) $P_{N}^{\prime \prime}(\xi) / \widetilde{V}^{\xi}\left(S_{N}\right) \xrightarrow[N \rightarrow \infty]{ } 1$ uniformly on compact subsets of $\xi$.
(4) $P_{N}(\xi) / V_{N}=\mathcal{F}_{N}(\xi)+O\left(V_{N}^{-1}\right)$ uniformly on compact subsets of $\xi: \forall R>0$,
$\Delta_{N}(R):=\sup _{|\xi| \leq R}\left|V_{N} \mathcal{F}_{N}(\xi)-P_{N}(\xi)\right|=O(1)$, and $\sup _{N} \Delta_{N}(R) \xrightarrow[R \rightarrow 0^{+}]{\longrightarrow} 0$.
(5) $P_{N}^{\prime}(\xi) / V_{N}=\mathcal{F}_{N}^{\prime}(\xi)+O\left(\underline{V}_{N}^{-1}\right)$ uniformly on compact subsets of $\xi$, as $N \rightarrow \infty$ : If $\bar{\Delta}_{N}(R):=$ $\sup _{|\xi| \leq R}\left|V_{N} \mathcal{F}_{N}^{\prime}(\xi)-P_{N}^{\prime}(\xi)\right|$, then $\sup _{N} \bar{\Delta}_{N}(R)<\infty$.
(6) $P_{N}(\cdot)$ are uniformly strictly convex on compacts: $\forall R>0 \exists N(R)$ such that $\inf _{\xi \in[-R, R] N \geq N(R)} \inf _{N}^{\prime \prime}(\xi)>0$.

Proof The real-analyticity of $P_{N}(\xi)$ and parts (1)-(3) and (6) follow from Lemma 7.17, the identity $P_{N}(\xi)=$ $\bar{P}_{N}(\xi)+\left(a_{N+1}-a_{1}\right) \xi$, and the boundedness of $a_{n}$.

The proof of part (4) uses the operators $L_{n}^{\xi}: L^{\infty}\left(\Im_{n+1}\right) \rightarrow L^{\infty}\left(\Im_{n}\right)$ from (7.6),
$\left(L_{n}^{\xi} h\right)(x):=\int_{\Im_{n+1}} \mathrm{e}^{\xi f_{n}(x, y)} h(y) \pi_{n, n+1}(x, \mathrm{~d} y) \equiv \mathbb{E}\left[\mathrm{e}^{\xi f_{n}\left(X_{n}, X_{n+1}\right)} h\left(X_{n+1}\right) \mid X_{n}=x\right]$. Let $h_{n}^{\xi}:=h_{n}(\cdot, \xi) \in L^{\infty}\left(\Im_{n}\right)$ be the unique positive functions s.t. $\int h_{n}^{\xi}=\mathrm{e}^{a_{n} \xi}$ and $L_{n}^{\xi} h_{n+1}^{\xi}=\mathrm{e}^{p_{n}(\xi)} h_{n}^{\xi}$. Then $h_{n}^{0} \equiv 1, p_{1}(\xi)+\cdots+p_{N}(\xi)=P_{N}(\xi)$ and

$$
\begin{align*}
& \mathbb{E}_{x}\left[\mathrm{e}^{\xi S_{N}} h_{N+1}^{\xi}\left(X_{N+1}\right)\right]=\mathbb{E}\left[\mathbb{E}\left(\mathrm{e}^{\xi S_{N}} h_{N+1}^{\xi}\left(X_{N+1}\right) \mid X_{N}, \ldots, X_{1}\right) \mid X_{1}=x\right]=\mathbb{E}\left[\mathrm{e}^{\xi S_{N-1}} \mathbb{E}\left(\mathrm{e}^{\xi f_{N}\left(X_{N}, X_{N+1}\right)} h_{N+1}^{\xi}\left(X_{N+1}\right) \mid X_{N}\right) \mid X_{1}=x\right] \\
& =\mathbb{E}\left[\mathrm{e}^{\xi S_{N-1}}\left(L_{N}^{\xi} h_{N+1}^{\xi}\right)\left(X_{N}\right) \mid X_{1}=x\right]=\mathrm{e}^{p_{N}(\xi)} \mathbb{E}_{x}\left[\mathrm{e}^{\xi S_{N-1}} h_{N}^{\xi}\left(X_{N}\right)\right]=\mathrm{e}^{p_{N}(\xi)+p_{N-1}(\xi)} \mathbb{E}_{x}\left[\mathrm{e}^{\xi S_{N-2}} h_{N-1}^{\xi}\left(X_{N-1}\right)\right] \\
& =\cdots=\mathrm{e}^{p_{N}(\xi)+\cdots+p_{1}(\xi)} \mathbb{E}_{x}\left[h_{1}^{\xi}\left(X_{1}\right)\right]=\mathrm{e}^{P_{N}(\xi)} h_{1}^{\xi}(x) . \tag{7.25}
\end{align*}
$$

By Lemma 7.14, there exists $C_{1}=C_{1}(R)>1$ such that $C_{1}^{-1} \leq h_{j}^{\xi} \leq C_{1}$ for $j=1, N+1$ and every $|\xi| \leq R$ and $N \geq 1$. Thus by (7.25),

$$
\begin{equation*}
C_{1}(R)^{-2} \mathrm{e}^{P_{N}(\xi)} \leq \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right) \leq C_{1}(R)^{2} \mathrm{e}^{P_{N}(\xi)} \tag{7.26}
\end{equation*}
$$

Taking logarithms, we deduce that $\left|\mathcal{F}_{N}(\xi)-P_{N}(\xi) / V_{N}\right| \leq 2 \log C_{1}(R) / V_{N}$ for all $N \geq 1$ and $|\xi| \leq R$. Equivalently, $\sup _{N} \Delta_{N}(R) \leq 2 \log C_{1}<\infty$.

By Lemma 7.16 and the identity $h_{n}^{0} \equiv 1,\left\|h_{N}^{\xi}-1\right\|_{\infty} \underset{\xi \rightarrow 0}{ } 0$ uniformly in $N$. Returning to the definition of $C_{1}(R)$ we find that we may choose $C_{1}(R) \xrightarrow[R \rightarrow 0^{+}]{ } 1$. As before, this implies that $\sup _{N} \Delta_{N}(R) \xrightarrow[R \rightarrow 0]{ } 0$. This proves part (4).

Here is the proof of part (5). Fix $R>0$, then

$$
\begin{equation*}
V_{N} \mathcal{F}_{N}^{\prime}(\xi)=\frac{\mathbb{E}\left(S_{N} \mathrm{e}^{\xi S_{N}}\right)}{\mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)}=\frac{\widetilde{\mathbb{E}} \xi\left(S_{N}\left(h_{1}^{\xi} / h_{N+1}^{\xi}\right)\right)}{\widetilde{\mathbb{E}} \xi\left(h_{1}^{\xi} / h_{N+1}^{\xi}\right)} \tag{7.27}
\end{equation*}
$$

We have already remarked that $X^{\xi}$ are uniformly elliptic, and that their uniform ellipticity constants are bounded away from zero for $\xi$ ranging on a compact set. This gives us the mixing bounds in Proposition 2.13 with the same $C_{m i x}>0,0<\theta<1$ for all $|\xi| \leq R$. So $\widetilde{\mathbb{E}}^{\xi}\left(h_{1}^{\xi} / h_{N+1}^{\xi}\right)=\widetilde{\mathbb{E}}^{\xi}\left(h_{1}^{\xi}\right) \widetilde{\mathbb{E}}^{\xi}\left(1 / h_{N+1}^{\xi}\right)+O\left(\theta^{N}\right)$, as $N \rightarrow \infty$ Similarly, $\widetilde{\mathbb{E}}^{\xi}\left(S_{N}\left(h_{1}^{\xi} / h_{N+1}^{\xi}\right)\right)=\widetilde{\mathbb{E}}^{\xi}\left(h_{1}^{\xi}\right) \widetilde{\mathbb{E}}^{\xi}\left(1 / h_{N+1}^{\xi}\right) \widetilde{\mathbb{E}}^{\xi}\left(S_{N}\right)+O(1)$ as $N \rightarrow \infty$.
The big oh's are uniform for $|\xi| \leq R$. By (7.27), $V_{N} \mathcal{F}_{N}^{\prime}(\xi)=\widetilde{\mathbb{E}}^{\xi}\left(S_{N}\right)+O(1)$ as $N \rightarrow \infty$, uniformly for $|\xi| \leq R$. Part 5 now follows from part 2.

The Choice of $\xi_{N}$ : Recall that to reduce the regime of large deviations to the regime of local deviations, we need a change of measure for which $\widetilde{\mathbb{E}}^{\xi_{N}}\left(S_{N}\right)=z_{N}+O(1)$. By Lemma 7.18(2) this will be the case for $\xi_{N}$ such that $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$.

The following lemma gives sufficient conditions for the existence of such $\xi_{N}$.
Lemma 7.19 Suppose $V_{N} \rightarrow \infty, R>0$, and

$$
\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]:=\left[\mathcal{F}_{N}^{\prime}(-R)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}, \mathcal{F}_{N}^{\prime}(R)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]
$$

(1) For each $R$ there are $C(R)$ and $N(R)$ such that if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ and $N>N(R)$, then
(a) $\exists!\xi_{N} \in[-(R+1),(R+1)]$ such that $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$; (b) $C(R)^{-1}\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right| \leq\left|\xi_{N}\right| \leq C(R)\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|$; (c) $\operatorname{sgn}\left(\xi_{N}\right)=\operatorname{sgn}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) ;(d)\left|\widetilde{\mathbb{E}}^{\xi_{N}}\left(S_{N}\right)-z_{N}\right| \leq C(R)$.
(2) For every $R>2$ there exists $c(R)>0$ such that for all $N$ large enough,

$$
\begin{equation*}
\text { if }\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right| \leq c(R), \text { then } \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \text {. } \tag{7.28}
\end{equation*}
$$

Consequently, if $\left|\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|<c(R)$, then there exists a unique $\xi_{N}$ with $(a)-(d)$.
Proof Let $\left[\widetilde{a}_{N}^{R}, \widetilde{b}_{N}^{R}\right]:=\left[\frac{P_{N}^{\prime}(-R)-\mathbb{E}\left(S_{N}\right)}{V_{N}}, \frac{P_{N}^{\prime}(R)-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]$.
Claim: For all $R>0$, for all $N$ large enough,

$$
\begin{equation*}
\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \subset\left[\widetilde{a}_{N}^{R+1}, \widetilde{b}_{N}^{R+1}\right] \subset\left[\widehat{a}_{N}^{R+2}, \widehat{b}_{N}^{R+2}\right] \tag{7.29}
\end{equation*}
$$

Proof of the Claim: By Lemmas 7.17 and 7.18, there exists a $\delta \geq 0$ such that for all sufficiently large $N$, $P_{N}^{\prime \prime}(\xi) / V_{N} \geq \delta$ on $[-(R+2),(R+2)]$. By the mean value theorem, $\widetilde{b}_{N}^{R+2} \geq \widetilde{b}_{N}^{R+1}+\delta, \widetilde{b}_{N}^{R+1} \geq \widetilde{b}_{N}^{R}+\delta, \widetilde{a}_{N}^{R+2} \leq$ $\widetilde{a}_{N}^{R+1}-\delta, \quad \widetilde{a}_{N}^{R+1} \leq \widetilde{a}_{N}^{R}-\delta$.

Next, by Lemma 7.18(5), $\left|\widehat{b}_{N}^{R^{\prime}}-\widetilde{b}_{N}^{R^{\prime}}\right|=O\left(V_{N}^{-1}\right)$ and $\left|\widehat{a}_{N}^{R^{\prime}}-\widetilde{a}_{N}^{R^{\prime}}\right|=O\left(V_{N}^{-1}\right)$ for all $R^{\prime} \leq R+2$. For all $N$ large enough, $\left|O\left(V_{N}^{-1}\right)\right|<\delta$, and $a_{N}^{R+2}<\widetilde{a}_{N}^{R+1}<\widehat{a}_{N}^{R}<\widehat{b}_{N}^{R}<\widetilde{b}_{N}^{R+1}<\widehat{b}_{N}^{R+2}$.

We can now prove part (1) of the lemma. Let $\varphi_{N}(\xi):=\frac{P_{N}(\xi)-\xi P_{N}^{\prime}(0)}{V_{N}}$. By Lemma 7.18, for all $N$ large enough, $\varphi_{N}(\xi)$ is strictly convex, smooth, and $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$ iff $\varphi_{N}^{\prime}\left(\xi_{N}\right)=\frac{z_{N}-P_{N}^{\prime}(0)}{V_{N}}$.

Fix $R>0$. By the claim, for all $N$ large enough, if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, then $\frac{z_{N}-P_{N}^{\prime}(0)}{V_{N}} \equiv \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in$ $\left[\widetilde{a}_{N}^{R+1}, \widetilde{b}_{N}^{R+1}\right] \equiv \varphi_{N}^{\prime}[-(R+1),(R+1)]$. Since $\varphi_{N}^{\prime}$ is continuous and strictly increasing, there is a unique $\xi_{N} \in[-(R+1),(R+1)]$ s.t. $\varphi_{N}^{\prime}\left(\xi_{N}\right)=\frac{z_{N}-P_{N}^{\prime}(0)}{V_{N}}$. So there is a unique $\left|\xi_{N}\right| \leq R+1$ s.t. $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$.

This argument shows that for every $N$ sufficiently large, for every $\eta \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ there exists a unique $\xi=\xi(\eta) \in[-(R+1),(R+1)]$ such that $\varphi_{N}^{\prime}(\xi(\eta))=\eta$.

By Lemma 7.18(6), $\exists \delta(R)>0$ so that $\delta(R) \leq \varphi_{N}^{\prime \prime} \leq \delta(R)^{-1}$ on $[-(R+1),(R+1)]$. So $\eta \mapsto \xi(\eta)$ is $\frac{1}{\delta(R)}$-bi-Lipschitz on $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$. By construction, $\varphi_{N}^{\prime}(0)=0$. So $\xi(0)=0$, whence by the bi-Lipschitz property

$$
\delta(R)|\eta| \leq|\xi(\eta)| \leq \delta(R)^{-1}|\eta| \text { on }\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]
$$

Since $\varphi_{N}$ is real-analytic and strictly convex, $\varphi_{N}^{\prime}$ is smooth and strictly increasing. By the inverse mapping theorem, $\eta \mapsto \xi(\eta)$ is smooth and strictly increasing. So $\operatorname{sgn}(\xi(\eta))=\operatorname{sgn}(\eta)$ on $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$. Specializing to the case $\eta=\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$, gives properties (a)-(c) of $\xi_{N}$.

Property (d) is because of Lemma 7.18, which says that $z_{N}=P_{N}^{\prime}\left(\xi_{N}\right)=\widetilde{\mathbb{E}}^{\xi_{N}}\left(S_{N}\right)+O(1)$. The big oh is uniform because $\left|\xi_{N}\right| \leq R+1$.

This completes the proof of part (1). To prove part (2), fix $R>2$. By (7.29), for all $N$ large enough, $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \supset\left[\widetilde{a}_{N}^{R-1}, \widetilde{b}_{N}^{R-1}\right] \equiv \varphi_{N}^{\prime}[-(R-1),(R-1)]$. Since $\varphi_{N}^{\prime}(0)=0$ and $\varphi_{N}^{\prime \prime} \geq \delta(R)$ on $[-R, R]$, we have that $\varphi^{\prime}( \pm R)= \pm(R) \varphi^{\prime \prime}\left(\eta^{ \pm}\right)$for some $\eta^{ \pm} \in[-R, R]$. Therefore $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \supset[-c, c]$, where $c:=R \delta(R)$.

Corollary 7.20 Suppose $V_{N} \rightarrow \infty$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then for all $N$ large enough, there exists a unique $\xi_{N}$ such that $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$. Furthermore, $\xi_{N} \rightarrow 0$.

### 7.3.4 The Asymptotic Behavior of $\tilde{V}^{\xi_{N}}\left(S_{N}\right)$

Recall that $\widetilde{V}_{N}^{\xi}$ denotes the variance of $S_{N}$ with respect to the change of measure $\widetilde{\mathrm{X}}^{\xi}$ from (7.3).
Lemma 7.21 Suppose $V_{N} \xrightarrow[N \rightarrow \infty]{ } \infty$, and define $\xi_{N}$ as in Lemma 7.19.
(1) Suppose $R>0$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ for all $N$, then $\widetilde{V}_{N}^{\xi_{N}} \asymp V_{N}$ as $N \rightarrow \infty$.
(2) If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then $\widetilde{V}_{N}^{\xi_{N}} \sim V_{N}$ as $N \rightarrow \infty$.
(3) Uniformity: $\forall \epsilon>0 \exists \xi^{*}>0$ and $\exists N_{0}>1$, so that $\forall N>N_{0}$, if $|\xi|<\xi^{*}$, then $\widetilde{V}_{N}^{\xi} / V_{N} \in\left[\mathrm{e}^{-\epsilon}, \mathrm{e}^{\epsilon}\right]$.

Proof We assume without loss of generality that $\mathbb{E}\left(f_{k}\left(X_{k}, X_{k+1}\right)\right)=0$ for all $k$; otherwise we subtract suitable constants from $f_{k}$, and note that this has no effect on $\widehat{a}_{N}, \widehat{b}_{N}, V_{N}$ or $\widetilde{V}_{N}^{\xi}$. In particular, $\mathbb{E}\left(S_{N}\right)=0$ for all $N$.
If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, then $\left|\xi_{N}\right| \leq R+1$ (Lemma 7.19), and part (1) follows from Lemma 7.17.
If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then $\xi_{N} \rightarrow 0$ (Corollary 7.20), and part (2) follows from part (3). It remains to prove part (3).
To do this we decompose $S_{N}$ into weakly correlated large blocks with roughly the same X-variances, and we check that the $\widetilde{X}^{\xi}$-variance of the $i$-th block converges uniformly in $i$ to its X -variance, as $\xi \rightarrow 0$.

We denote the entries of $\widetilde{X}^{\xi}$ by $\left\{\widetilde{X}_{n}^{\xi}\right\}$, and define for $m \geq n+1, S_{n, m}:=\sum_{k=n}^{m-1} f_{k}\left(X_{k}, X_{k+1}\right)$,

$$
\widetilde{S}_{n, m}^{\xi}:=\sum_{k=n}^{m-1} f_{k}\left(\widetilde{X}_{k}^{\xi}, \widetilde{X}_{k+1}^{\xi}\right), \quad V_{n, m}:=\operatorname{Var}\left(S_{n, m}\right), \quad \widetilde{V}_{n, m}^{\xi}:=\operatorname{Var}\left(\widetilde{S}_{n, m}^{\xi}\right), \quad p_{n, m}(\xi):=\sum_{k=n}^{m-1} p_{k}(\xi)
$$

We claim that for all $R>0, n<m$, and $|\xi| \leq R$,

$$
\begin{equation*}
p_{n, m}(0)=0, \quad p_{n, m}^{\prime}(0)=\mathbb{E}\left(S_{n, m}\right)=0, \quad\left|p_{n, m}^{\prime}(\xi)-\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n, m}^{\xi}\right)\right| \leq C(R) \tag{7.30}
\end{equation*}
$$

The first identity is because $\bar{h}_{n}(\cdot, 0) \equiv 1$ and $\bar{p}_{n}(0)=1$, by the uniqueness of the fundamental solution. The second identity is because $p_{n, m}^{\prime}(0)=P_{m-1}^{\prime}(0)-P_{n-1}^{\prime}(0)=\mathbb{E}\left(S_{m-1}\right)-\mathbb{E}\left(S_{n-1}\right)=0-0=0$. The third part of (7.30) can be shown by applying the proof of Lemma 7.18(2) to the truncated Markov chains $\left\{X_{k}\right\}_{k \geq n}$.

Similarly, applying the proof of Lemma 7.17 to the truncated chain $\left\{X_{k}\right\}_{k \geq n}$ gives a constant $M_{0}$ such that for all $n<m$ and $|\xi| \leq R$,

$$
V_{n, m} \geq M_{0} \Rightarrow\left\{\begin{array}{l}
C(R)^{-1} \leq \widetilde{V}_{n, m}^{\xi} / V_{n, m} \leq C(R)  \tag{7.31}\\
2^{-1} \leq p_{n, m}^{\prime \prime}(\xi) / \widetilde{V}_{n, m}^{\xi} \leq 2
\end{array}\right.
$$

Step 1 (Mixing Estimates). Recall that $K=$ ess sup $|\mathrm{f}|$. There are $C_{m i x}^{*}=C_{m i x}^{*}(K, R)>1$ and $\eta=\eta(K, R) \in$ $(0,1)$ such that for every $|\xi| \leq R$ and $k \leq n<m$,
(1) $\left|\operatorname{Cov}\left(f_{m}\left(\widetilde{X}_{m}^{\xi}, \widetilde{X}_{m+1}^{\xi}\right), f_{n}\left(\widetilde{X}_{n}^{\xi}, \widetilde{X}_{n+1}^{\xi}\right)\right)\right| \leq C_{m i x}^{*} \eta^{m-n} ;(2)\left\|\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n, m}^{\xi} \mid \widetilde{X}_{k}^{\xi}\right)-\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n, m}^{\xi}\right)\right\|_{\infty} \leq C_{m i x}^{*} ;$
(3) $\left\|\widetilde{\mathbb{E}}^{\xi}\left(\left(\widetilde{S}_{n, m}^{\xi}\right)^{2} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}^{\xi}\left(\left(\widetilde{S}_{n, m}^{\xi}\right)^{2}\right)\right\|_{\infty} \leq C_{m i x}^{*}\left(1+\left|p_{n, m}^{\prime}(\xi)\right|\right)$.

Proof of the Step: Let $\widetilde{f}_{i}^{\xi}:=f_{i}\left(\widetilde{X}_{i}^{\xi}, \widetilde{X}_{i+1}^{\xi}\right)$ and $\widetilde{f}_{i}^{\xi}:=\widetilde{f}_{i}^{\xi}-\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{i}^{\xi}\right)$. Then $\left|\widetilde{f}_{i}^{\xi}\right| \leq 2 K$.
The Markov chains $\widetilde{X}_{n}^{\xi}$ are uniformly elliptic with the same ellipticity constant $\epsilon_{0}(R)>0$ for all $|\xi| \leq R$. By Proposition 2.13, there are constants $C_{m i x}^{\prime}=C_{m i x}^{\prime}(K, R)>0$ and $\eta=\eta(K, R) \in(0,1)$ such that for all $|\xi| \leq R$ and for every $i>k$,

$$
\begin{equation*}
\left\|\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{i}^{\xi} \mid \widetilde{X}_{k}^{\xi}\right)\right\|_{\infty} \leq C_{m i x}^{\prime} \eta^{i-k} \tag{7.32}
\end{equation*}
$$

Thus $\left\|\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n, m}^{\xi} \mid \widetilde{X}_{k}^{\xi}\right)-\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n, m}^{\xi}\right)\right\|_{\infty} \leq \sum\left\|\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{i}^{\xi} \mid \widetilde{X}_{k}^{\xi}\right)\right\|_{\infty}<\frac{C_{m i x}^{\prime}}{1-\eta}$, a constant independent of $\xi$. This proves part 2.
Next, $\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{m}^{\xi} \widetilde{f}_{n}^{\xi}\right)=\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{n}^{\xi} \widetilde{\mathbb{E}}^{\xi}\left(\widehat{f}_{m}^{\xi} \mid \widetilde{X}_{n}^{\xi}, \widetilde{X}_{n+1}^{\xi}\right)\right)=\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{n}^{\xi} \widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{m}^{\xi} \mid \widetilde{X}_{n+1}^{\xi}\right)\right) ;$ therefore $\left|\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{f}_{m}^{\xi} \widehat{f}_{n}^{\xi}\right)\right| \leq 2 K$. $C_{m i x}^{\prime} \eta^{m-n-1}$. Part 1 follows.

Henceforth, we fix $\xi$ and set $\widetilde{\mathbb{E}}=\widetilde{\mathbb{E}}^{\xi}, \widehat{f_{i}}=\widehat{f}_{i}^{\xi}, \widetilde{X}_{k}^{\xi}=\widetilde{X}_{k}$. We claim that:

$$
\begin{equation*}
\left\|\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}}\right)\right\|_{\infty} \leq \text { const. } \eta^{\frac{i-k}{2}} \eta^{\frac{j-i}{2}}(|\xi| \leq R, k \leq i<j) \tag{7.33}
\end{equation*}
$$

Fix $k \leq i<j$. To prove (7.33), we will estimate the LHS in two ways:

- $\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f}_{j} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}}\right)=\widetilde{\mathbb{E}}\left(g \mid \widetilde{X}_{k}\right)$, with $g:=\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f}_{j} \mid \widetilde{X}_{i}, \widetilde{X}_{i+1}, \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}}\right)$. A calculation shows that $g$ depends only on $\widetilde{X}_{i}$ and $\widetilde{X}_{i+1}$. By (7.32),

$$
\begin{equation*}
\left\|\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}}\right)\right\|_{\infty}=\left\|\widetilde{\mathbb{E}}\left(g \mid \widetilde{X}_{k}\right)\right\|_{\infty} \leq \text { const. } \eta^{i-k} \tag{7.34}
\end{equation*}
$$

- Consider the Markov chain $Y=\left(\widetilde{X}_{k}^{\xi}, \widetilde{X}_{k+1}^{\xi}, \ldots\right)$ with initial distribution $\widetilde{X}_{k}^{\xi}=x_{k}$ for some fixed $x_{k} \in \Xi_{k}$. $Y$ has the same uniform ellipticity constant as $\widetilde{\mathrm{X}}^{\xi}$, and therefore Y and $\widetilde{\mathrm{X}}^{\xi}$ have the same mixing rates. Thus for every $x_{k} \in \mathbb{S}_{k},\left|\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f}_{j} \mid \widetilde{X}_{k}^{\xi}=x_{k}\right)-\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \mid \widetilde{X}_{k}=x_{k}\right) \widetilde{\mathbb{E}}\left(\widehat{f_{j}} \mid \widetilde{X}_{k}=x_{k}\right)\right| \leq$ const. $\eta^{j-i}$ uniformly in $x_{k}$ and $k, i, j$. This, (7.32), and $i \geq k$ lead to $\left\|\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}} \mid \widetilde{X}_{k}^{\xi}\right)\right\|_{\infty} \leq\left\|\widehat{f_{i}}\right\|_{\infty}\left\|\widetilde{\mathbb{E}}\left(\widehat{f_{j}} \mid \widetilde{X}_{k}\right)\right\|_{\infty}+$ const. $\eta^{j-i} \leq$ const. $\eta^{j-i}$.
Obviously, this implies that $\left|\widetilde{\mathbb{E}}\left(\widehat{f}_{i} \widehat{f}_{j}\right)\right| \leq$ const. $\eta^{j-i}$ and

$$
\begin{equation*}
\left\|\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}} \mid \widetilde{X}_{k}^{\xi}\right)-\widetilde{\mathbb{E}}\left(\widehat{f_{i}} \widehat{f_{j}}\right)\right\|_{\infty} \leq \text { const. } \eta^{j-i} \tag{7.35}
\end{equation*}
$$

By (7.34) and (7.35), the RHS of (7.33) is $O\left(\min \left\{\eta^{i-k}, \eta^{j-i}\right\}\right)$. Since $\min \{|a|,|b|\} \leq \sqrt{|a b|}$, (7.33) follows.
We can now prove the Step 1(3). Let $\widetilde{S}_{n, m}:=\widetilde{S}_{n, m}^{\xi}$ and $\widehat{S}_{n, m}:=\widetilde{S}_{n, m}-\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)$.

$$
\begin{aligned}
& \left\|\widetilde{\mathbb{E}}\left(\widehat{S}_{n, m}^{2} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widehat{S}_{n, m}^{2}\right)\right\|_{\infty} \leq 2 \sum_{n \leq i \leq j \leq m}\left\|\widetilde{\mathbb{E}}\left(\widehat{f}_{i} \widehat{f}_{j} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widehat{f}_{i} \widehat{f}_{j}\right)\right\|_{\infty} \leq C \sum_{n \leq i \leq j \leq m} \eta^{\frac{i-k}{2}} \eta^{\frac{j-i}{2}} \leq C\left(1-\eta^{1 / 2}\right)^{-2}=: C_{1} . \\
& \left\|\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}^{2} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}^{2}\right)\right\|_{\infty}=\left\|\widetilde{\mathbb{E}}\left[\left(\widehat{S}_{n, m}+\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)\right)^{2} \mid \widetilde{X}_{k}\right]-\widetilde{\mathbb{E}}\left[\left(\widehat{S}_{n, m}+\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)\right)^{2}\right]\right\|_{\infty} \\
& =\left\|\widetilde{\mathbb{E}}\left(\widehat{S}_{n, m}^{2} \mid \widetilde{X}_{k}\right)+2 \widetilde{\mathbb{E}}\left(\widehat{S}_{n, m} \mid \widetilde{X}_{k}\right) \widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)+\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)^{2}-\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}^{2}\right)-\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)^{2}\right\|_{\infty} \\
& \leq\left\|\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}^{2} \mid \widetilde{X}_{k}\right)-\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}^{2}\right)\right\|_{\infty}+2\left\|\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m} \mid \widetilde{X}_{k}\right)\right\|_{\infty}\left|\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)\right| \leq C_{1}+\sum_{n \leq i \leq m}\left\|\widetilde{\mathbb{E}}\left(\widetilde{f}_{i} \mid \widetilde{X}_{k}\right)\right\|_{\infty}\left(\left|p_{n, m}^{\prime}(\xi)\right|+\left|\widetilde{\mathbb{E}}\left(\widetilde{S}_{n, m}\right)-p_{n, m}^{\prime}(\xi)\right|\right) \\
& \leq \text { const. }\left(1+\left|p_{n, m}^{\prime}(\xi)\right|\right), \text { by }(7.30) \text { and }(7.32) .
\end{aligned}
$$

The constant is uniform for $|\xi| \leq R, k, n$ and $m$. Increasing $C_{m i x}^{*}$, we obtain (3).
Step 2 (Block Decomposition). For every $\epsilon>0$ small enough, for every $R>1$, there exists $M>1$ and $a$ sequence of integers $n_{i} \uparrow \infty$ such that:
(1) $M>1000\left(C_{\text {mix }}^{*}\right)^{2} / \epsilon$; (2) $M \leq V_{n_{i}, n_{i+1}} \leq 2 M$;
(3) $\left|\operatorname{Cov}\left(\widetilde{S}_{n_{i}, n_{i+1}}^{\xi}, \widetilde{S}_{n_{j}, n_{j+1}}^{\xi}\right)\right| \leq C_{m i x}^{\#} \eta^{n_{j}-n_{i+1}} \forall|\xi| \leq R$ and $i<j$, where $C_{m i x}^{\#}$ is independent of $M, i, j$ and $\xi$;
(4) For all $|\xi| \leq R$, for all $i>3$, for all $n \in\left[n_{i}, n_{i+1}\right]$,

$$
\begin{equation*}
\mathrm{e}^{-\epsilon} \leq \frac{\widetilde{V}_{n}^{\xi}}{\sum_{k=1}^{i-1} \widetilde{V}_{n_{k}, n_{k+1}}^{\xi}+\widetilde{V}_{n_{i}, n}^{\xi}} \leq \mathrm{e}^{\epsilon} ; \tag{7.36}
\end{equation*}
$$

(5) $M^{*}:=\sup _{i} \sup _{n \in\left[n_{i}, n_{i+1}\right]|\xi| \leq R} \sup _{|\xi|}\left|p_{n_{i}, n}^{\prime \prime}(\xi)\right|<\infty$; (6) $M^{\#}:=\sup _{i} \sup _{n \in\left[n_{i}, n_{i+1} \mid\right]} \sup _{|\xi| \leq R} \sup _{x_{n_{i}} \in \mathbb{E}_{n_{i}}} \mathbb{E}\left(\mathrm{e}^{\xi \xi_{n_{i}, n}} \mid X_{n_{i}}=x_{n_{i}}\right)<\infty$.

Proof of the Step. Fix $M>\max \left\{M_{0}, \frac{1000\left(C_{m i x}^{*}\right)^{2}}{\epsilon}, 2\left(K^{2}+\frac{C_{m i x}^{*}}{1-\eta}\right), \frac{8 C_{m i x}^{*} C(K, R)}{\epsilon(1-\eta(K, R))^{3}}\right\}$. Set $n_{1}:=1$, and define $n_{i}$ inductively by $n_{i+1}:=\min \left\{n>n_{i}: V_{n_{i}, n_{i+1}}>M\right\}$. Such $n>n_{i}$ exist, because $V_{n_{i}, n} \xrightarrow[n \rightarrow \infty]{ } \infty$ :
$\infty \underset{\infty \leftarrow n}{\stackrel{( }{\infty}} V_{n-1} \equiv V_{1, n}=V_{1, n_{i}}+V_{n_{i}, n}+2 \operatorname{Cov}\left(S_{1, n_{i}}, S_{n_{i}, n}\right)=V_{n_{i}, n}+V_{1, n_{i}}+O\left(\sum_{m=1}^{n_{i}-1} \sum_{k=0}^{\infty}\left|\operatorname{Cov}\left(f_{m}, f_{n_{i}+k}\right)\right|\right) \stackrel{!}{=} V_{n_{i}, n}+V_{1, n_{i}}+O(1)$,
by Step 1 with $\xi=0$.
By construction, $V_{n_{i}, n_{i+1}}>M$, and
$V_{n_{i}, n_{i+1}} \leq V_{n_{i}, n_{i+1}-1}+\left|V_{n_{i}, n_{i+1}}-V_{n_{i}, n_{i+1}-1}\right| \leq M+\left|V_{n_{i}, n_{i+1}}-V_{n_{i}, n_{i+1}-1}\right|$, (by the minimality of $n_{i+1}$ )

$$
\leq M+\operatorname{Var}\left(f_{n_{i+1}-1}\left(X_{n_{i+1}-1}, X_{n_{i+1}}\right)\right)+2\left|\operatorname{Cov}\left(f_{n_{i+1}-1}\left(X_{n_{i+1}-1}, X_{n_{i+1}}\right), S_{n_{i}, n_{i+1}-1}\right)\right| \leq M+2\left(K^{2}+\frac{C_{m i x}^{*}}{1-\eta}\right) \leq 2 M
$$

by the choice of $M$ and $\eta$. So $M<V_{n_{i}, n_{i+1}} \leq 2 M$, and $\left\{n_{i}\right\}$ satisfies part 2 .
If $i<j$, then $\left|\operatorname{Cov}\left(\widetilde{S}_{n_{i}, n_{i+1}}^{\xi}, \widetilde{S}_{n_{j}, n_{j+1}}^{\xi}\right)\right| \leq \sum_{k=n_{i}}^{n_{i+1}-1} \sum_{\ell=n_{j}}^{n_{j+1}-1} C_{m i x}^{*} \eta^{\ell-k}$. The last sum is equal to $C_{m i x}^{*} \sum_{k=n_{i}}^{n_{i+1}-1} \frac{\eta^{n_{j}-k}}{1-\eta}=\frac{C_{m i x}^{*} \eta^{n_{j}-n_{i+1}}}{1-\eta} \sum_{k=n_{i}}^{n_{i+1}-1} \eta^{n_{i+1}-k} \leq \frac{C_{m i x}^{*} \eta^{n_{j}-n_{i+1}}}{(1-\eta)^{2}}$. Part 3 follows with $C_{m i x}^{\#}:=C_{m i x}^{*} /(1-\eta)^{2}$.

Fix $n \in\left[n_{i}, n_{i+1}\right]$, then

$$
\begin{aligned}
& \left|\widetilde{V}_{n}^{\xi}-\sum_{k=1}^{i-1} \widetilde{V}_{n_{k}, n_{k+1}}^{\xi}-\widetilde{V}_{n_{i}, n}^{\xi}\right| \leq 2 \sum_{1 \leq k<\ell \leq i-1}\left|\operatorname{Cov}\left(\widetilde{S}_{n_{k}, n_{k+1}}^{\xi}, \widetilde{S}_{n_{\ell}, n_{\ell+1}}^{\xi}\right)\right|+2 \sum_{1 \leq k \leq i-1} \mid \operatorname{Cov}\left(\widetilde{S}_{n_{k}, n_{k+1}}^{\xi}, \widetilde{S}_{n_{i}, n}^{\xi}\right) \leq \\
& 2 \sum_{1 \leq k<\ell \leq i-1} C_{m i x}^{\#} \eta^{n_{\ell}-n_{k+1}}+2 \sum_{1 \leq k \leq i-1} C_{m i x}^{\#} \eta^{n_{i}-n_{k+1}} \leq 4 \sum_{1 \leq k<\ell \leq i} C_{m i x}^{\#} \eta^{\ell-k-1}=4 C_{m i x}^{\#} \sum_{k=1}^{i} \sum_{\ell=k+1}^{i} \eta^{\ell-k-1} \leq \frac{4 C_{m i x}^{*} i}{(1-\eta)^{3}} .
\end{aligned}
$$

By (7.31) and part 2, $\sum_{k=1}^{i-1} \widetilde{V}_{n_{k}, n_{k+1}}^{\xi} \geq \frac{M(i-1)}{C(R)}$. So

$$
\left|\frac{\widetilde{V}_{n}^{\xi}}{\sum_{k=1}^{i-1} \widetilde{V}_{n_{k} n_{k+1}}^{\xi}+\widetilde{V}_{n_{i}, n}^{\xi}}-1\right| \leq \frac{\left(\frac{4 C_{m i x}^{*}}{(1-\eta)^{3}}\right) i}{C(R)^{-1} M(i-1)}=\frac{1}{M} \cdot \frac{4 C_{m i x}^{*} C(R)}{(1-\eta)^{3}} \cdot \frac{i}{i-1} \leq \frac{\epsilon}{2} \cdot \frac{i}{i-1} .
$$

If $i>3$, then the last bound is less than $\frac{3}{4} \epsilon$, and part 4 follows for all $\epsilon$ small.
Part 5 is a uniform bound on $\left|p_{n_{i}, n}^{\prime \prime}(\xi)\right|$ for $i \in \mathbb{N}, n \in\left[n_{i}, n\right],|\xi| \leq R$. By construction, $V_{n_{i}, n} \leq 2 M$. By Theorem 3.7, this implies a uniform upper bound on $\sum_{k=n_{i}}^{n-1} u_{k}^{2}$. We have already seen that the structure constants of $\left\{X_{n}\right\}$ and $\left\{\widetilde{X}_{n}^{\xi}\right\}$ are equal up to a bounded multiplicative error. So the same theorem, applied to the Markov chain $\left\{\widetilde{X}_{k}^{\xi}\right\}_{k \geq n_{i}}$, gives a uniform upper bound for $\widetilde{V}_{n_{i}, n}^{\xi}$, whence $\sup _{i} \sup _{n \in\left[n_{i}, n_{i+1} \mid\right.} \sup _{|\xi| \leq R} \widetilde{V}_{n_{i}, n}^{\xi}<\infty$.
A routine modification of the argument used to show (7.20) gives $\left|p_{n_{i}, n}^{\prime \prime}(\xi)-\widetilde{\mathbb{E}}^{\xi}\left[\left(\widetilde{S}_{n_{i}, n}^{\xi}-\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)+O(1)\right)^{2}\right]\right| \leq C$.
$\widetilde{\mathbb{E}}^{\xi}\left[\left(\widetilde{S}_{n_{i}, n}^{\xi}-\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)+O(1)\right)^{2}\right]$ is uniformly bounded because of the bound on $\widetilde{V}_{n_{i}, n}^{\xi}$ and the Minkowski inequality, so part 5 follows.

Given $x_{n_{i}} \in \mathbb{G}_{n_{i}}$, let $\mathbb{E}_{x_{n_{i}}}(\cdot):=\mathbb{E}\left(\cdot \mid X_{n_{i}}=x_{n_{i}}\right)$. We have the following variant of (7.25) (with the same proof): $\mathbb{E}_{x_{n_{i}}}\left(\mathrm{e}^{\xi S_{n_{i}, n}} h_{n}^{\xi}\left(X_{n}\right)\right)=\mathrm{e}^{p_{n_{i} n}(\xi)} h_{n_{i}}^{\xi}\left(x_{n_{i}}\right)$. By Lemma 7.14, there is a constant $\widehat{C}:=\widehat{C}(K, R)$ independent of $x_{n_{i}}$ such that for all $n<m$ and $|\xi|<R, h_{n}^{\xi}, h_{n_{i}}^{\xi} \in\left[\widehat{C}^{-1}, \widehat{C}\right]$. It follows that $\mathbb{E}_{x_{n_{i}}}\left(\mathrm{e}^{\xi S_{n_{i}, n}}\right) \leq \widehat{C}^{2} \mathrm{e}^{p_{n_{i}}, n(\xi)}$.

By (7.30) and part 5, $\left|p_{n_{i}, n}(\xi)\right| \leq \frac{1}{2} M^{*} R^{2}$ on $[-R, R]$. So $\mathbb{E}_{x_{n_{i}}}\left(\mathrm{e}^{\xi S_{n_{i}, n}}\right) \leq M^{\#}$, where $M^{\#}:=\widehat{C}^{2} \exp \left(\frac{1}{2} M^{*} R^{2}\right)$.
Step 3 (Block Variance). Fix $M$ and $n_{i}$ as in Step 2. There is $\xi^{*}>0$ such that for all $|\xi|<\xi^{*}, i \in \mathbb{N}$, and $n_{i} \leq n \leq n_{i+1},\left|\widetilde{V}_{n_{i}, n}^{\xi}-V_{n_{i}, n}\right|<\epsilon M / 10$.
Proof of the Step. Fix $0<\delta<\left(3 M^{\#}\right)^{-1} \wedge R$, and choose $L>0$ so big that $t^{2}<\delta e^{\delta|t|}$, whenever $|t|>L$. Given $x_{n} \in \mathbb{S}_{n}$, let $\mathbb{E}_{x_{n}}(\cdot):=\mathbb{E}\left(\cdot \mid X_{n}=x_{n}\right)$ and $\widetilde{\mathbb{E}}_{x_{n}}^{\xi}(\cdot):=\widetilde{\mathbb{E}}^{\xi}\left(\cdot \mid \widetilde{X}_{n}^{\xi}=x_{n}\right)$. By the definition of $\widetilde{\mathrm{X}}^{\xi}$, for every $i \in n$ and $n \in\left[n_{i}, n_{i+1}\right]$,

$$
\begin{equation*}
\widetilde{\mathbb{E}}_{x_{n_{i}}}^{\xi}\left[\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)^{2}\right]-\mathbb{E}_{x_{n_{i}}}\left(S_{n_{i}, n}^{2}\right)=\mathbb{E}_{x_{n_{i}}}\left[\left(\mathrm{e}^{\xi S_{n_{i}, n}-p_{n_{i}, n}(\xi)} \frac{h_{n}^{\xi}\left(X_{n}\right)}{h_{n_{i}}^{\xi}\left(x_{n_{i}}\right)}-1\right) S_{n_{i}, n}^{2}\right] . \tag{7.37}
\end{equation*}
$$

We will choose $\xi^{*}>0$ so that some of the terms inside the brackets are close to constants, whenever $|\xi|<\xi^{*}$. Firstly, by (7.30) and Step 2(5), if $\xi^{*}<R$, then $\left|p_{n_{i}, n}(\xi)\right| \leq \frac{1}{2} M^{*} \xi^{* 2}$ for all $|\xi|<\xi^{*}$. Next, by Lemma 7.16 and the identity $h_{n}^{0} \equiv 1,\left\|h_{n}^{\xi}-1\right\|_{\infty} \leq c(R)|\xi|$ for some $c(R)$ and all $n$. Therefore by decreasing $\xi^{*}$, we can guarantee that for all $|\xi|<\xi^{*}$, $\mathrm{e}^{-3 c(R) \xi^{*}} \leq \frac{h_{n}^{\xi}\left(X_{n}\right)}{h_{n_{i}}^{\xi}\left(x_{n_{i}}\right)} \leq \mathrm{e}^{3 c(R) \xi^{*}}$ a.s. Finally (for reasons which will soon become apparent), we make $\xi^{*}$ so small that

$$
\xi^{*}+\delta<R, \quad\left|\mathrm{e}^{ \pm \xi^{*}\left(L+\frac{1}{2} M^{*} \xi^{* 2}+3 c(R)\right)}-1\right| L^{2}<1, \quad \mathrm{e}^{\frac{1}{2} M^{*} \xi^{* 2}+3 c(R) \xi^{*}}<2, \quad M^{*} \xi^{*}<1 .
$$

We now return to (7.37), and decompose the RHS into the sum I+II+II, where I,II and III are the contributions to the expectation from $\left[\left|S_{n_{i}, n}\right| \leq L\right],\left[S_{n_{i}, n}>L\right]$, and $\left[S_{n_{i}, n}<-L\right]$ respectively. Suppose $|\xi|<\xi^{*}$, then $\left|p_{n_{i}, n}(\xi)\right| \leq \frac{1}{2} M^{*} \xi^{* 2}$, so

$$
\begin{aligned}
|\mathrm{I}| & \leq \mathbb{E}_{x_{n_{i}}}\left[\left|\mathrm{e}^{\xi S_{n_{i}, n}-p_{n_{i}, n}(\xi)} \frac{h_{n}^{\xi}\left(X_{n}\right)}{h_{n_{i}}^{\xi}\left(x_{n_{i}}\right)}-1\right| S_{n_{i}, n}^{2} 1_{\left[\left|S_{n_{i}, n}\right| \leq L\right]}\right]=\left|\mathrm{e}^{ \pm \xi^{*}\left(L+\frac{1}{2} M^{*} \xi^{* 2}+3 c(R)\right)}-1\right| L^{2}<1, \text { if } \xi^{*} \text { is small enough. } \\
|\mathrm{II}| & \leq \mathbb{E}_{x_{n_{i}}}\left[\left|\mathrm{e}^{\xi S_{n_{i}, n}-p_{n_{i}, n}(\xi)} \frac{h_{n}^{\xi}\left(X_{n}\right)}{h_{n_{i}}^{\xi}\left(x_{n_{i}}\right)}-1\right| S_{n_{i}, n}^{2} 1_{\left[S_{n_{i}, n}>L\right]}\right] \leq \mathbb{E}_{x_{n_{i}}}\left[\left|\mathrm{e}^{\xi S_{n_{i}, n}-p_{n_{i}, n}(\xi)} \frac{h_{n}^{\xi}\left(X_{n}\right)}{h_{n_{i}}^{\xi}\left(x_{n_{i}}\right)}-1\right| \delta \mathrm{e}^{\delta S_{n_{i}, n}}\right], \\
& \leq \mathbb{E}_{x_{n_{i}}}\left[\mathrm{e}^{(\xi+\delta) S_{n_{i}, n}}\right] \mathrm{e}^{\frac{1}{2} M^{*} \xi^{2}+3 c(R) \xi^{*}} \delta+\mathbb{E}_{x_{n_{i}}}\left[\mathrm{e}^{\delta S_{n_{i}, n}}\right] \delta \leq \delta M^{\#}\left(\mathrm{e}^{\frac{1}{2} M^{*} \xi^{* 2}+3 c(R) \xi^{*}}+1\right)<3 \delta M^{\#}<1,
\end{aligned}
$$

There the second inequality follows by the choice of $L$ and the last one is by the choice of $\delta, M^{\#}$ and $\xi^{*}$.
$|\mathrm{III}| \leq \mathbb{E}_{x_{n_{i}}}\left[\left|\mathrm{e}^{\xi S_{n_{i}, n}-p_{n_{i}, n}(\xi)} \frac{h_{n}^{\xi}\left(X_{n}\right)}{h_{n_{i}}^{\xi}\left(x_{n_{i}}\right)}-1\right| S_{n_{i}, n}^{2} 1_{\left[S_{n_{i}, n}<-L\right]}\right] \leq \mathbb{E}_{x_{n_{i}}}\left[\mathrm{e}^{(\xi-\delta) S_{n_{i}, n}}\right] \mathrm{e}^{\frac{1}{2} M^{*} \xi^{* 2}+3 c(R) \xi^{*}} \delta+\mathbb{E}_{x_{n_{i}}}\left[\mathrm{e}^{-\delta S_{n_{i}, n}}\right] \delta<1$.
Thus, $\left|\widetilde{E}_{X_{n_{i}}}^{\xi}\left[\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)^{2}\right]-\mathbb{E}_{x_{n_{i}}}\left(S_{n_{i}, n}^{2}\right)\right| \leq|\mathrm{I}|+|\mathrm{II}|+|\mathrm{III}| \leq 3$. The same argument also shows that $\left|\widetilde{\mathbb{E}}_{X_{n_{i}}}^{\xi}\left[\widetilde{S}_{n_{i}, n}^{\xi}\right]-\mathbb{E}_{x_{n_{i}}}\left(S_{n_{i}, n}\right)\right| \leq 3<3 C_{m i x}^{*}$.

Applying Step 1 (3) twice (once for $|\xi|<\xi^{*}$, and once for $\xi=0$ ), we obtain

$$
\left|\widetilde{\mathbb{E}}^{\xi}\left[\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)^{2}\right]-\mathbb{E}\left(S_{n_{i}, n}^{2}\right)\right| \leq 3 C_{m i x}^{*}+2 C_{m i x}^{*}\left(1+\left|p_{n_{i}, n}^{\prime}(\xi)\right|\right) \leq 3 C_{m i x}^{*}\left(1+M^{*} \xi^{*}\right)<6 C_{m i x}^{*} .
$$

Similarly, $\left|\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)-\mathbb{E}\left(S_{n_{i}, n}\right)\right| \leq 5 C_{m i x}^{*}$. Since $\mathbb{E}\left(S_{n_{i}, n}\right)=0$, the last estimate gives $\left|\widetilde{\mathbb{E}} \xi\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)\right| \leq 5 C_{m i x}^{*}$. Thus,

$$
\begin{equation*}
\left|\widetilde{V}_{n_{i}, n}^{\xi}-V_{n_{i}, n}\right| \leq\left|\widetilde{\mathbb{E}}^{\xi}\left[\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)^{2}\right]-\mathbb{E}\left(S_{n_{i}, n}^{2}\right)\right|+\widetilde{\mathbb{E}}^{\xi}\left(\widetilde{S}_{n_{i}, n}^{\xi}\right)^{2}<50\left(C_{m i x}^{*}\right)^{2}<\frac{\epsilon M}{10} . \tag{7.38}
\end{equation*}
$$

Proof of Part (3) of the Lemma. Fix $\epsilon>0$ very small. $V_{n_{k}, n_{k+1}} \geq M$, and by (7.38), for every $|\xi|<\xi^{*}$, $\left|\widetilde{V}_{n_{k}, n_{k+1}}^{\epsilon}-V_{n_{k}, n_{k+1}}\right|<(\epsilon / 10) V_{n_{k}, n_{k+1}}$. So for all $k$, $\mathrm{e}^{-\epsilon}<\widetilde{V}_{n_{k}, n_{k+1}}^{\xi} / V_{n_{k}, n_{k+1}}<\mathrm{e}^{\epsilon}$. Also by (7.38), for all $n \in\left[n_{k}, n_{k+1}\right],\left|\widetilde{V}_{n_{k}, n}^{\xi}-V_{n_{k}, n}\right|<(\epsilon / 10) V_{n_{1}, n_{2}}$.

Fix $n$ so large that $V_{n}>4 M$. Then $n \in\left[n_{i}, n_{i+1}\right]$ with $i \geq 2$, and by Step 2(4)

$$
\frac{\widetilde{V}_{n}^{\xi}}{V_{n}}=\frac{\widetilde{V}_{n}^{\xi}}{\widetilde{V}_{n}^{0}}=\frac{\mathrm{e}^{ \pm \epsilon}\left(\sum_{k=1}^{i-1} \widetilde{V}_{n_{k}, n_{k+1}}^{\xi}+\widetilde{V}_{n_{i}, n}^{\xi}\right)}{\mathrm{e}^{ \pm \epsilon}\left(\sum_{k=1}^{i-1} \widetilde{V}_{n_{k}, n_{k+1}}^{0}+\widetilde{V}_{n_{i}, n}^{0}\right)}=\frac{\mathrm{e}^{ \pm 2 \epsilon}\left(\sum_{k=1}^{i-1} V_{n_{k}, n_{k+1}}+V_{n_{i}, n} \pm \frac{\epsilon}{10} V_{n_{1}, n_{2}}\right)}{\mathrm{e}^{ \pm \epsilon}\left(\sum_{k=1}^{i-1} V_{n_{k}, n_{k+1}}+V_{n_{i}, n}\right)} .
$$

The last fraction is $\mathrm{e}^{ \pm 3 \epsilon}\left(1 \pm \frac{\epsilon}{10}\right)$. If $\epsilon$ is small enough, this is inside $\left[\mathrm{e}^{-4 \epsilon}, \mathrm{e}^{4 \epsilon}\right]$.
We proved the lemma, with $4 \epsilon$ instead of $\epsilon$.

### 7.3.5 Asymptotics of the Log Moment Generating Functions

Let $X, Y$ be two random variables on the same probability space $(\Omega, \mathscr{F}, \mathbb{P})$. Suppose $X$ has finite variance, and $Y$ is positive and bounded. Let $\operatorname{Var}^{Y}(X)$ be the variance of $X$ with respect to the change of measure $\frac{Y}{\mathbb{E}(Y)} \mathrm{dP}$. Equivalently, $\operatorname{Var}^{Y}(X):=\frac{\mathbb{E}\left(X^{2} Y\right)}{\mathbb{E}(Y)}-\left(\frac{\mathbb{E}(X Y)}{\mathbb{E}(Y)}\right)^{2}$.

Lemma 7.22 Suppose $0<\operatorname{Var}(X)<\infty$ and $C^{-1} \leq Y \leq C$ with $C$ a positive constant, then $C^{-4} \operatorname{Var}(X) \leq$ $\operatorname{Var}^{Y}(X) \leq C^{4} \operatorname{Var}(X)$.

Proof Let $\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right)$ be two independent copies of $(X, Y)$, then $\operatorname{Var}^{Y}(X)=\frac{1}{2} \frac{\mathbb{E}\left[\left(X_{1}-X_{2}\right)^{2} Y_{1} Y_{2}\right]}{\mathbb{E}\left(Y_{1} Y_{2}\right)}=$ $C^{ \pm 4} \frac{1}{2} \mathbb{E}\left[\left(X_{1}-X_{2}\right)^{2}\right]=C^{ \pm 4} \operatorname{Var}(X)$.
Proof of Theorem 7.3 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X , such that $V_{N}:=\operatorname{Var}\left(S_{N}\right) \neq 0$ for $N \geq N_{0}$, and let $\mathcal{F}_{N}(\xi):=\frac{1}{V_{N}} \log \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)$.

Since $\left\|S_{N}\right\|_{\infty}<\infty$, we may differentiate under the expectation and obtain that for all $k$, $\frac{\mathrm{d}^{k}}{\mathrm{~d} \xi^{k}} \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)=$ $\mathbb{E}\left(S_{N}^{k} \mathrm{e}^{\xi S_{N}}\right)$. A direct calculation shows that denoting $Y_{N}^{\xi}:=\mathrm{e}^{\xi S_{N}}$, we have

$$
\mathcal{F}_{N}^{\prime}(\xi)=\frac{1}{V_{N}} \frac{\mathbb{E}\left(S_{N} \mathrm{e}^{\xi S_{N}}\right)}{\mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)}=\frac{1}{V_{N}} \mathbb{E}^{Y_{N}^{\xi}}\left(S_{N}\right), \quad \mathcal{F}_{N}^{\prime \prime}(\xi)=\frac{1}{V_{N}}\left[\frac{\mathbb{E}\left(S_{N}^{2} \mathrm{e}^{\xi S_{N}}\right)}{\mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)}-\left(\frac{\mathbb{E}\left(S_{N} \mathrm{e}^{\xi S_{N}}\right)}{\mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)}\right)^{2}\right]=\frac{\operatorname{Var}^{Y_{N}^{\xi}}\left(S_{N}\right)}{V_{N}}
$$

Part 1: Substituting $\xi=0$ gives $\mathcal{F}_{N}(0)=0, \mathcal{F}_{N}^{\prime}(0)=\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}$ and $\mathcal{F}_{N}^{\prime \prime}(0)=1$.
Part 2: $\mathcal{F}_{N}^{\prime \prime}(\xi)=0 \Leftrightarrow \operatorname{Var}^{Y_{N}^{\epsilon}}\left(S_{N}\right)=0 \Leftrightarrow S_{N}=$ const $\frac{Y_{N}^{\xi}}{\mathbb{E}\left(Y_{N}^{\xi}\right)} \mathrm{d} \mathbb{P}-$ a.s. $\Leftrightarrow S_{N}=$ const $\mathbb{P}$-a.s. $\Leftrightarrow \operatorname{Var}\left(S_{N}\right)=0$. So $\mathcal{F}_{N}$ is strictly convex on $\mathbb{R}$ for all $N>N_{0}$.
Part 3: $\widetilde{V}^{\xi}\left(S_{N}\right) \equiv \operatorname{Var}^{Z_{N}}\left(S_{N}\right)$, where $Z_{N}^{\xi}:=\mathrm{e}^{\xi S_{N}} \frac{h_{N+1}^{\xi}}{h_{1}^{\xi}}$ (the normalization constant does not matter). Next, $Z_{N}^{\xi} \equiv Y_{N}^{\xi} W_{N}^{\xi}$, where $W_{N}^{\xi}:=h_{N+1}^{\xi} / h_{1}^{\xi}$. Lemma 7.14 says that for every $R>0$ there is a constant $C=C(R)$ s.t. $C^{-1} \leq W_{N}^{\xi} \leq C$ for all $N$ and $|\xi| \leq R$. Lemma 7.16 and the obvious identity $h_{n}^{0} \equiv 1$ imply that $W_{N}^{\xi} \xrightarrow[\xi \rightarrow 0]{ } 1$ uniformly in $N$. So there is no loss of generality in assuming that $C(R) \underset{R \rightarrow 0}{\longrightarrow} 1$.

By Lemma 7.22 with the probability measure $\frac{\mathrm{e}^{\xi S_{N}}}{\mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)} \mathrm{d} \mathbb{P}$ and $Y=W_{N}^{\xi}$,

$$
\begin{equation*}
\frac{\widetilde{V}^{\xi}\left(S_{N}\right)}{V_{N} \mathcal{F}_{N}^{\prime \prime}(\xi)}=\frac{\operatorname{Var}^{Y_{N}^{\xi}} W_{N}^{\xi}}{\operatorname{Var}^{r_{N}^{\xi}}\left(S_{N}\right)} \in\left[C(R)^{-4}, C(R)^{4}\right], \forall|\xi| \leq R, \quad N \geq 1 \tag{7.39}
\end{equation*}
$$

By Lemma 7.17, $\widetilde{V}^{\xi}\left(\widetilde{V}_{N}\right) \asymp V_{N}$ uniformly on compact sets of $\xi$, and by Lemma 7.21 for every $\epsilon$ there exists $\delta, N_{\epsilon}>0$ s.t. $\mathrm{e}^{-\epsilon}<\widetilde{V}^{\xi}\left(S_{N}\right) / V_{N}<\mathrm{e}^{\epsilon}$ for all $N>N_{\epsilon}$ and $|\xi| \leq \delta$. It follows that for every $R$ there exists $C_{2}(R)>1$ such that $C_{2}(R) \xrightarrow[R \rightarrow 0]{\longrightarrow} 1$ and $C_{2}(R)^{-1} \leq \mathcal{F}_{N}^{\prime \prime}(\xi) \leq C_{2}(R)$ for all $|\xi| \leq R$.
Part 4: Fix $\epsilon>0$. Since $C_{2}(R) \xrightarrow[R \rightarrow 0]{\longrightarrow} 1$, there exist $\delta>0$ and $N_{\epsilon} \in \mathbb{N}$ such that $\mathrm{e}^{-\epsilon} \leq \mathcal{F}_{N}^{\prime \prime}(\xi) \leq \mathrm{e}^{\epsilon}$ for all $|\xi| \leq \delta, N \geq N_{\epsilon}$. So $\mathcal{F}_{N}(\xi)=\mathcal{F}_{N}(0)+\int_{0}^{\xi}\left(\mathcal{F}_{N}^{\prime}(0)+\int_{0}^{\eta} \mathcal{F}_{N}^{\prime \prime}(\alpha) \mathrm{d} \alpha\right) \mathrm{d} \eta=\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}} \xi+\frac{1}{2} \mathrm{e}^{ \pm \epsilon} \xi^{2}$.

### 7.3.6 Asymptotics of the Rate Functions

The rate functions $I_{N}(\eta)$ are the Legendre transforms of $\mathcal{F}_{N}(\xi)=\frac{1}{V_{N}} \log \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)$. Recall that the Legendre transform of a continuously differentiable and strictly convex function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is the function $\varphi^{*}$ : $\left(\inf \varphi^{\prime}, \sup \varphi^{\prime}\right) \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\varphi^{*}(\eta)=\xi \eta-\varphi(\xi), \quad \text { for the unique } \xi \text { such that } \varphi^{\prime}(\xi)=\eta \tag{7.40}
\end{equation*}
$$

Lemma 7.23 Suppose $\varphi(\xi)$ is strictly convex and twice differentiable on $\mathbb{R}$, and let $\varphi^{\prime}( \pm \infty):=\lim _{\xi \rightarrow \pm \infty} \varphi^{\prime}(\xi)$. Then the Legendre transform $\varphi^{*}$ is strictly convex and twice differentiable on $\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(+\infty)\right)$. In addition, for every $t \in \mathbb{R}$,

$$
\begin{equation*}
\varphi^{*}\left(\varphi^{\prime}(t)\right)=t \varphi^{\prime}(t)-\varphi(t),\left(\varphi^{*}\right)^{\prime}\left(\varphi^{\prime}(t)\right)=t, \text { and }\left(\varphi^{*}\right)^{\prime \prime}\left(\varphi^{\prime}(t)\right)=\frac{1}{\varphi^{\prime \prime}(t)} \tag{7.41}
\end{equation*}
$$

Proof Under the assumptions of the lemma, $\varphi^{\prime}$ is strictly increasing and differentiable. So $\left(\varphi^{\prime}\right)^{-1}:\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(\infty)\right) \rightarrow$ $\mathbb{R}$ is well-defined, strictly increasing, differentiable, and $\varphi^{*}(\eta)=\eta\left(\varphi^{\prime}\right)^{-1}(\eta)-\varphi\left[\left(\varphi^{\prime}\right)^{-1}(\eta)\right]$

The lemma follows by differentiation of right-hand-side.
Proof of Theorem 7.4. Let $\mathcal{I}_{N}:=\mathcal{F}_{N}^{*}$.
Part 1: Since $\mathcal{F}_{N}$ is strictly convex and smooth, $\mathcal{F}_{N}^{\prime}$ is strictly increasing and continuous. So $\mathcal{F}_{N}^{\prime}[-1,1]=$ $\left[\mathcal{F}_{N}^{\prime}(-1), \mathcal{F}_{N}^{\prime}(1)\right] \equiv\left[a_{N}^{1}, b_{N}^{1}\right]$, and for every $\eta \in\left[a_{N}^{1}, b_{N}^{1}\right]$, there is a unique $\xi \in[-1,1]$ s.t. $\mathcal{F}_{N}^{\prime}(\xi)=\eta$. So $\operatorname{dom}\left(I_{N}\right) \supset\left[a_{N}^{1}, b_{N}^{1}\right]$.

By Theorem 7.3 there is $C>0$ such that $C^{-1} \leq \mathcal{F}_{N}^{\prime \prime} \leq C$ on $[-1,1]$ for all $N \geq N_{0}$. Since $\mathcal{F}_{N}^{\prime}(0)=\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}$ and $\mathcal{F}_{N}^{\prime}(\rho)=\mathcal{F}_{N}^{\prime}(0)+\int_{0}^{\rho} \mathcal{F}_{N}^{\prime \prime}(\xi) \mathrm{d} \xi$, we have $b_{N}^{1} \equiv \mathcal{F}_{N}^{\prime}(1) \geq \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+C^{-1}, a_{N}^{1} \equiv \mathcal{F}_{N}^{\prime}(-1) \leq \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-C^{-1}$. So $\operatorname{dom}\left(I_{N}\right) \supseteq\left[a_{N}^{1}, b_{N}^{1}\right] \supseteq\left[\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-C^{-1}, \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+C^{-1}\right]$ for all $N \geq N_{0}$.
Part 2 follows from Lemma 7.23 and the strict convexity of $\mathcal{F}_{N}$ on $[-R, R]$.
Part 3: Let $J_{N}:=\left[\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-C^{-1}, \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+C^{-1}\right]$. In part 1 we constructed the functions $\xi_{N}: J_{N} \rightarrow[-1,1]$ such that $\mathcal{F}_{N}^{\prime}\left(\xi_{N}(\eta)\right)=\eta$.

Since $C^{-1} \leq \mathcal{F}_{N}^{\prime \prime} \leq C$ on $[-1,1], \xi_{N}^{\prime}(\eta)=\frac{1}{\mathcal{F}_{N}^{\prime \prime}\left(\xi_{N}(\eta)\right)} \in\left[C^{-1}, C\right]$ on $J_{N}$. This and the identity $\xi_{N}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)=0$ lead to

$$
\left|\xi_{N}(\eta)\right|=\left|\xi_{N}(\eta)-\xi_{N}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)\right| \leq C\left|\eta-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right| \text { for all } \eta \in J_{N}, N \geq N_{0}
$$

Fix $0<\epsilon<1$. By Theorem 7.3(4) there are $\delta, N_{\epsilon}>0$ such that $\mathrm{e}^{-\epsilon} \leq \mathcal{F}_{N}^{\prime \prime} \leq \mathrm{e}^{\epsilon}$ on $[-\delta, \delta]$ for all $N>N_{\epsilon}$. If $\left|\eta-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|<\delta / C$, then $\left|\xi_{N}(\eta)\right|<\delta$, and $\mathcal{F}_{N}^{\prime \prime}\left(\xi_{N}(\eta)\right) \in\left[\mathrm{e}^{-\epsilon}, \mathrm{e}^{\epsilon}\right]$.

Since $\mathcal{F}_{N}(0)=0$ and $\mathcal{F}_{N}^{\prime}(0)=\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}$, we have by (7.41) that $I_{N}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)=I_{N}^{\prime}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)=0$ and $I_{N}^{\prime \prime}(\eta)=$ $1 / \mathcal{F}_{N}^{\prime \prime}\left(\xi_{N}(\eta)\right) \in\left[\mathrm{e}^{-\epsilon}, \mathrm{e}^{\epsilon}\right]$. Writing

$$
I_{N}(\eta)=I_{N}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)+\int_{\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}}^{\eta}\left(I_{N}^{\prime}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)+\int_{\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}}^{\alpha} I_{N}^{\prime \prime}(\beta) \mathrm{d} \beta\right) \mathrm{d} \alpha,
$$

we find that $I_{N}(\eta)=\mathrm{e}^{ \pm \epsilon} \frac{1}{2}\left(\eta-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)^{2}$ for all $\eta$ such that $\left|\eta-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right| \leq \delta / C$.
Part 4: If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then $\frac{z_{N}}{V_{N}} \in\left[\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-\delta_{N}, \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+\delta_{N}\right]$ with $\delta_{N} \rightarrow 0$. By part 3,
$I_{N}\left(\frac{z_{N}}{V_{N}}\right) \sim \frac{1}{2}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)^{2}$, whence $V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right) \sim \frac{1}{2}\left(\frac{z_{n}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}}\right)^{2}$.
Let $H_{N}(\eta)$ denote the Legendre transform of $P_{N}(\xi) / V_{N}$. We will compare $H_{N}(\eta)$ to $I_{N}(\eta)$. This is needed to link the change of measure we performed in section $\S 7.3 .3$ to the functions $I_{N}$ which appear in the statement of the LLT for large deviations.

Lemma 7.24 Suppose $R>0$ and $V_{N} \neq 0$ for all $N \geq N_{0}$. Then for all $N \geq N_{0}$,
(1) $H_{N}$ is well-defined and real-analytic on $\left[a_{N}^{R}, b_{N}^{R}\right]=\left[\mathcal{F}_{N}^{\prime}(-R), \mathcal{F}_{N}^{\prime}(R)\right]$.
(2) For all $R$ large enough, there exists $c>0$ such that $H_{N}(\cdot)$ is well-defined and real-analytic on $\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-c, \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+c\right)$, for all $N$ large enough.

Proof Let $\left[\bar{a}_{N}^{R}, \bar{b}_{N}^{R}\right]:=\left[\widetilde{a}_{N}^{R}, \widetilde{b}_{N}^{R}\right]+\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}} \equiv\left[\frac{P_{N}^{\prime}(-R)}{V_{N}}, \frac{P_{N}^{\prime}(R)}{V_{N}}\right]$. Lemma 7.19 and its proof provide real-analytic maps $\xi_{N}:\left[\bar{a}_{N}^{R}, \bar{b}_{N}^{R}\right] \rightarrow \mathbb{R}$ such that $\frac{P_{N}^{\prime}\left(\xi_{N}(\eta)\right)}{V_{N}}=\eta$. So for all $R>0, H_{N}$ is real-analytic and well-defined on $\left[\bar{a}_{N}^{R}, \bar{b}_{N}^{R}\right]$. By (7.29), $\left[a_{N}^{R}, b_{N}^{R}\right] \equiv\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]+\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}} \subset\left[\widetilde{a}_{N}^{R+1}, \widetilde{b}_{N}^{R+1}\right]+\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}=\left[\bar{a}_{N}^{R+1}, \bar{b}_{N}^{R+1}\right]$ and part 1 follows. Part 2 follows from Lemma 7.19(2) and (7.29).

Lemma 7.25 Suppose $R>0$ and $V_{N} \neq 0$ for all $N \geq N_{0}$. Then for all $N>N_{0}$,
(1) $\operatorname{dom}\left(I_{N}\right) \cap \operatorname{dom}\left(H_{N}\right) \supset\left[a_{N}^{R}, b_{N}^{R}\right]$.
(2) There exists $C(R)>0$ such that if $\frac{z}{V_{N}} \in\left[a_{N}^{R}, b_{N}^{R}\right]$ and $N \geq N_{0}$, then
(a) $\left|V_{N} I_{N}\left(\frac{z}{V_{N}}\right)-V_{N} H_{N}\left(\frac{z}{V_{N}}\right)\right| \leq C(R) ;$ (b) $C(R)^{-1} \leq H_{N}^{\prime \prime}\left(\frac{z}{V_{N}}\right) \leq C(R)$.
(3) For every $\epsilon>0$, $\exists \delta, N_{\epsilon}>0$ such that if $N \geq N_{\epsilon}$ and $\left|\frac{z-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|<\delta$, then
(a) $\left|V_{N} I_{N}\left(\frac{z}{V_{N}}\right)-V_{N} H_{N}\left(\frac{z}{V_{N}}\right)\right| \leq \epsilon ;$ (b) $\mathrm{e}^{-\epsilon} \leq H_{N}^{\prime \prime}\left(\frac{z}{V_{N}}\right) \leq \mathrm{e}^{\epsilon}$.

Proof Part 1 is a direct consequence of Lemma 7.24 and Theorem 7.4(1).
To prove the other parts of the lemma, we use the following consequence of (7.29) and the continuity of $P_{N}^{\prime}$ and $\mathcal{F}_{N}^{\prime}:$ For every $R>0$, for all $N$ large enough, for every $\eta \in\left[a_{N}^{R}, b_{N}^{R}\right]$, there exist $\xi_{N}^{(1)}, \xi_{N}^{(2)} \in[-(R+1),(R+1)]$ such that $\frac{P_{N}^{\prime}\left(\xi_{N}^{(1)}\right)}{V_{N}}=\eta$ and $\mathcal{F}_{N}^{\prime}\left(\xi_{N}^{(2)}\right)=\eta$. Arguing as in the proof of Theorem 7.4(3), we can also find a constant $C(R)$ such that $\left|\xi_{N}^{(i)}\right| \leq C(R)\left|\eta-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|$.

It is a general fact that the Legendre transform of a $C^{1}$ convex function $\varphi$ is equal on its domain to $\varphi^{*}(\eta)=\sup _{\xi}\{\xi \eta-\varphi(\xi)\}$. Thus for every $z \in\left[a_{N}^{R} V_{N}, b_{N}^{R} V_{N}\right]$,

$$
\begin{aligned}
& V_{N} I_{N}\left(\frac{z}{V_{N}}\right)=V_{N} \sup _{\xi}\left\{\xi \frac{z}{V_{N}}-\mathcal{F}_{N}(\xi)\right\}=V_{N}\left(\xi_{N}^{(2)} \frac{z}{V_{N}}-\mathcal{F}_{N}\left(\xi_{N}^{(2)}\right)\right) \stackrel{L m .7 .18(4)}{\leq} V_{N}\left(\xi_{N}^{(2)} \frac{z}{V_{N}}-\frac{P_{N}\left(\xi_{N}^{(2)}\right)}{V_{N}}\right)+\Delta_{N}(R+1) \\
& \leq V_{N} \sup _{\xi}\left\{\xi \frac{z}{V_{N}}-\frac{P_{N}(\xi)}{V_{N}}\right\}+\Delta_{N}(R+1) \equiv V_{N} H_{N}\left(\frac{z}{V_{N}}\right)+\Delta_{N}(R+1)
\end{aligned}
$$

So $V_{N} I_{N}\left(\frac{z}{V_{N}}\right)-V_{N} H_{N}\left(\frac{z}{V_{N}}\right) \leq \Delta_{N}(R+1)$. Similarly, one can show that $V_{N} H_{N}\left(\frac{z}{V_{N}}\right)-V_{N} I_{N}\left(\frac{z}{V_{N}}\right) \leq \Delta_{N}(R+1)$. Part (2a) now follows from Lemma 7.18(4).

If $z / V_{N} \in\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}-\delta, \frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}+\delta\right)$, then $\left|\xi_{N}^{(i)}\right|<C \delta$, and the same argument gives

$$
\sup _{N \geq N_{0}} \sup _{\left|\frac{z-\mathbb{E}\left(S_{N^{\prime}}\right)}{V_{N}}\right| \leq \delta}\left|V_{N} I_{N}\left(z / V_{N}\right)-V_{N} H_{N}\left(z / V_{N}\right)\right| \leq \sup _{N \geq N_{0}} \Delta_{N}(C \delta)
$$

Part (3a) follows from Lemma 7.18(4).
By (7.41), $H_{N}^{\prime \prime}\left(\frac{z}{V_{N}}\right)=\frac{V_{N}}{P_{N}^{\prime \prime}(\xi)}=\frac{V_{N}}{\widetilde{V}_{N}^{\xi}} \cdot \frac{\widetilde{V}_{N}^{\xi}}{P_{N}^{\prime \prime}(\xi)}$, for the unique $\xi$ s.t. $\frac{P_{N}^{\prime}(\xi)}{V_{N}}=\frac{z}{V_{N}}$. Part (2b) now follows from Lemmas 7.18(3) and 7.21(1).

Part (3b) is because if $\left|\frac{z-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|$ is small, then $|\xi|$ is small, and $\frac{V_{N}}{\widetilde{V}_{N}^{\xi}}$ and $\frac{\widetilde{V}_{N}^{\xi}}{P_{N}^{\prime N}(\xi)}$ are close to one, by Lemmas 7.18(3) and 7.21(3).

### 7.3.7 Proof of the Local Limit Theorem for Large Deviations

Proof of Theorem 7.8. We consider the non-lattice case, when $G_{\text {ess }}(X, f)=\mathbb{R}$; the modifications needed for the lattice case are routine.

By Lemma 2.27, it is sufficient to prove the theorem under the additional assumption that the initial distribution of X is a point mass measure $\delta_{x}$. Because of this reduction, we can assume that $\mathbb{P}=\mathbb{P}_{x}$ and $\mathbb{E}=\mathbb{E}_{x}$.

Since $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}, \mathrm{f}$ is not center-tight, and $V_{N}:=\operatorname{Var}\left(S_{N}\right) \rightarrow \infty$ (see Corollary 3.7 and Theorem 3.8). There is no loss of generality in assuming that $V_{N} \neq 0$ for all $N$.

Let $\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]:=\left[\mathcal{F}_{N}^{\prime}(-R)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}, \mathcal{F}_{N}^{\prime}(R)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]$. By Theorem 7.4(1), for $R$ large enough, $\bigcap_{N}\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ contains a non-empty interval. Fix $R$ like that.

Suppose $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, and let $h_{n}^{\xi}(\cdot):=h_{n}(\cdot, \xi), p_{n}(\xi)$, and $P_{N}(\xi)$ be as in $\S \S 7.3 .2,7.3 .3$. Then $\exists \xi_{N} \in[-(R+1),(R+1)]$ as in Lemma 7.19: $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}, \quad \xi_{N}=O\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)$ and $\widetilde{\mathbb{E}}^{\xi_{N}}\left(S_{N}\right)=z_{N}+O(1)$.

Define a Markov array $\widetilde{\mathrm{X}}:=\left\{\widetilde{X}_{n}^{(N)}: 1 \leq n \leq N+1\right\}$ with the state spaces of $\mathrm{X}\left(\right.$ i.e. $\Im_{n}^{(N)}=\Im_{n}$ ), the initial distributions of X (i.e. $\pi^{(N)}=\delta_{x}$ ), but with the transition probabilities

$$
\widetilde{\pi}_{n, n+1}^{(N)}(x, \mathrm{~d} y):=\mathrm{e}^{\xi_{N} f_{n}(x, y)} \frac{h_{n+1}\left(y, \xi_{N}\right)}{\mathrm{e}^{p_{n}\left(\xi_{N}\right)} h_{n}\left(x, \xi_{N}\right)} \cdot \pi_{n, n+1}(x, \mathrm{~d} y) .
$$

Let $\widetilde{\mathrm{f}}=\left\{f_{n}^{(N)}: 1 \leq n \leq N+1, N \in \mathbb{N}\right\}$ where $f_{n}^{(N)}:=f_{n}$, and set

$$
\widetilde{S}_{N}:=f_{1}\left(\widetilde{X}_{1}^{(N)}, \widetilde{X}_{2}^{(N)}\right)+\cdots+f_{N}\left(\widetilde{X}_{N}^{(N)}, \widetilde{X}_{N+1}^{(N)}\right)
$$

Recall that $\mathrm{e}^{\xi_{N} f_{n}}, h_{n}$, and $\mathrm{e}^{p_{n}\left(\xi_{N}\right)}$ are uniformly bounded away from zero and infinity, see Lemma 7.14. So $\tilde{\pi}_{n, n+1}^{(N)}(x, \mathrm{~d} y)$ differ from $\pi_{n, n+1}(x, \mathrm{~d} y)$ by densities which are bounded away from zero and $\infty$, uniformly in $N$.

By Corollary 2.10, $\widetilde{\mathrm{X}}$ is uniformly elliptic, and the hexagon measures associated to $\widetilde{\mathrm{X}}$ and X on $\operatorname{Hex}(N, n)$ are related by Radon-Nikodym derivatives which are bounded away from zero and $\infty$ uniformly in $5 \leq n \leq N<\infty$.

Thus, $\left.d_{n}^{(N)} \widetilde{(f}, \eta\right) \asymp d_{n}(\mathrm{f}, \eta)$ and $u_{n}^{(N)} \widetilde{(\mathrm{f})} \asymp u_{n}(\mathrm{f})$ for $5 \leq n \leq N<\infty$. So,

- $(\widetilde{X}, \widetilde{f})$ and $(X, f)$ have the same co-ranges and essential ranges. In particular, $(\widetilde{X}, \widetilde{f})$ is irreducible and non-lattice.
- $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$ is stably hereditary (see Example 4.12 in $\S 4.2 .3$ ).
- $\widetilde{V}_{N}:=\operatorname{Var}\left(\widetilde{S}_{N}\right) \xrightarrow[N \rightarrow \infty]{ } \infty$ (because $\widetilde{V}_{N} \asymp \sum_{n=3}^{N} u_{n}^{2} \asymp V_{N} \rightarrow \infty$ ).

By the choice of $\xi_{N}, \frac{z_{N}-\mathbb{E}\left(\widetilde{S}_{N}\right)}{\sqrt{V_{N}}}=O\left(\frac{1}{\sqrt{V_{N}}}\right) \underset{N \rightarrow \infty}{\longrightarrow} 0$. Therefore $\widetilde{S}_{N}$ satisfies the local limit theorem (Theorem 5.1):

$$
\begin{equation*}
\mathbb{P}\left(\widetilde{S}_{N}-z_{N} \in(a, b)\right) \sim|a-b| / \sqrt{2 \pi \widetilde{V}_{N}^{\xi_{N}}} \tag{7.42}
\end{equation*}
$$

The task now is to translate (7.42) into an asymptotic for $\mathbb{P}\left(S_{N}-z_{N} \in(a, b)\right)$. By construction, the initial distributions of $\widetilde{\mathrm{X}}$ are $\pi^{(N)}=\pi=\delta_{x}$, therefore

$$
\begin{align*}
& \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=\mathbb{E}_{x}\left(1_{(a, b)}\left(S_{N}-z_{N}\right)\right)=\mathrm{e}^{P_{N}\left(\xi_{N}\right)-\xi_{N} z_{N}} \times \\
& \times \mathbb{E}_{x}\left(\mathrm{e}^{\xi_{N} S_{N}} \frac{h_{N+1}^{\xi_{N}}\left(X_{N+1}^{(N)}\right)}{\mathrm{e}^{P_{N}\left(\xi_{N}\right)} h_{1}^{\xi_{N}}(x)} \cdot \frac{h_{1}^{\xi_{N}}(x)}{h_{N+1}^{\xi_{N}}\left(X_{N+1}^{(N)}\right)} \cdot \mathrm{e}^{\xi_{N}\left(z_{N}-S_{N}\right)} 1_{(a, b)}\left(S_{N}-z_{N}\right)\right) \\
& =\mathrm{e}^{P_{N}\left(\xi_{N}\right)-\xi_{N} z_{N}} \times h_{1}^{\xi_{N}}(x) \times \widetilde{\mathbb{E}}_{x}^{\xi_{N}}\left(h_{N+1}^{\xi_{N}}\left(\widetilde{X}_{N+1}^{(N)}\right)^{-1} \phi_{a, b}\left(\widetilde{S}_{N}-z_{N}\right)\right), \tag{7.43}
\end{align*}
$$

where $\phi_{a, b}(t):=1_{(a, b)}(t) \mathrm{e}^{-\xi_{N} t}$.
The first term simplifies as follows: By construction $\frac{P_{N}^{\prime}\left(\xi_{N}\right)}{V_{N}}=\frac{z_{N}}{V_{N}}$, so

$$
\begin{equation*}
\mathrm{e}^{P_{N}\left(\xi_{N}\right)-\xi_{N} z_{N}}=\exp \left[-V_{N}\left(\xi_{N} \frac{z_{N}}{V_{N}}-\frac{P_{N}\left(\xi_{N}\right)}{V_{N}}\right)\right]=\mathrm{e}^{-V_{N} H_{N}\left(\frac{z_{N}}{V_{N}}\right)} \tag{7.44}
\end{equation*}
$$

where $H_{N}(\eta)$ is the Legendre transform of $P_{N}(\xi) / V_{N}$.
To simplify the third term $\widetilde{\mathbb{E}}_{x}^{\xi_{N}}(\cdots)$, we sandwich $\phi_{a, b}$ in $L^{1}(\mathbb{R})$ between continuous functions with compact support, and sandwich $1 / h_{N+1}^{\xi_{N}}$ between finite linear combinations of indicators of sets $\mathfrak{A}_{i}^{(N+1)}$ such that $\widetilde{\mathbb{P}}^{\xi_{N}}\left(\widetilde{X}_{N+1}^{\xi_{N}} \in \mathfrak{A}_{i}\right)$ is bounded away from zero. Then we apply the Mixing LLT (Theorem 5.4) to ( $\left.\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}}\right)$, and obtain

$$
\begin{equation*}
\widetilde{\mathbb{E}}_{x}^{\xi_{N}}\left(\frac{\phi_{a, b}\left(\widetilde{S}_{N}-z_{N}\right)}{h_{N+1}^{\xi_{N}}\left(\widetilde{X}_{N+1}^{(N)}\right)}\right) \sim \frac{\widetilde{\mathbb{E}}^{\xi_{N}}\left(h_{N+1}^{\xi_{N}}\left(\widetilde{X}_{N+1}^{\xi_{N}}\right)^{-1}\right)}{\sqrt{2 \pi \widetilde{V}_{N}^{\xi_{N}}}} \int_{a}^{b} \mathrm{e}^{-\xi_{N} t} \mathrm{~d} t . \tag{7.45}
\end{equation*}
$$

Since $\xi_{N}$ is bounded, $\widetilde{V}_{N}^{\xi_{N}} \sim P_{N}^{\prime \prime}\left(\xi_{N}\right)$ as $N \rightarrow \infty$ (Lemma 7.18(3)). Since $H_{N}(\eta)$ is the Legendre transform of $P_{N}(\xi) / V_{N}, H_{N}^{\prime \prime}\left(z_{N} / V_{N}\right)=V_{N} / P_{N}^{\prime \prime}\left(\xi_{N}\right) \sim V_{N} / \widetilde{V}_{N}^{\xi_{N}}$, see (7.41). This leads to

$$
\begin{equation*}
\widetilde{V}_{N}^{\xi_{N}} \sim \frac{V_{N}}{H_{N}^{\prime \prime}\left(\frac{z N}{V_{N}}\right)} \quad \text { as } \quad N \rightarrow \infty \tag{7.46}
\end{equation*}
$$

Substituting (7.44), (7.45), and (7.46) in (7.43), we obtain the following:

$$
\begin{aligned}
& \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \sim \frac{\mathrm{e}^{-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)}}{\sqrt{2 \pi V_{N}}}|a-b| \times \frac{1}{|a-b|} \int_{a}^{b} \mathrm{e}^{-\xi_{N} t} \mathrm{~d} t \times \\
& \times \underbrace{\left[\mathrm{e}^{V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)-V_{N} H_{N}\left(\frac{z N}{V_{N}}\right)} \sqrt{H_{N}^{\prime \prime}\left(\frac{z_{N}}{V_{N}}\right)}\right]}_{\widehat{\rho}_{N}} \times \underbrace{\left[h_{1}^{\xi_{N}}(x) \widetilde{\mathbb{E}}^{\xi_{N}}\left[h_{N+1}^{\xi_{N}}\left(\widetilde{X}_{N+1}^{\xi_{N}}\right)^{-1}\right]\right]}_{\bar{\rho}_{N}} .
\end{aligned}
$$

Let $\eta_{N}:=\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$, then $\xi_{N}=\xi_{N}\left(\eta_{N}\right)$ where $\xi_{N}:\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] \rightarrow[-(R+1),(R+1)]$ is defined implicitly by $P_{N}^{\prime}\left(\xi_{N}(\eta)\right)=\eta_{N} V_{N}+\mathbb{E}\left(S_{N}\right)$. Lemma 7.19 shows that $\xi_{N}(\cdot)$ is well-defined, and that it satisfies the statement of Theorem 7.8(4b).

There exists a constant $L=L(R)$ such that $\left|\eta_{N}\right| \leq L(R)$. Indeed, $\eta_{N} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ and $\left|\widehat{a}_{N}^{R}\right|,\left|\widehat{b}_{N}^{R}\right| \leq$ $\left|\mathcal{F}^{\prime}( \pm R)-\mathcal{F}^{\prime}(0)\right| \leq R \sup _{[-R, R]} \mathcal{F}_{N}^{\prime \prime}$, which is uniformly bounded by Theorem 7.3(3).

Let $\widehat{\rho}_{N}(\eta):=\mathrm{e}^{V_{N} I_{N}\left(\eta+\frac{\left[B\left(S_{N}\right)\right.}{V_{N}}\right)-V_{N} H_{N}\left(\eta+\frac{\mathrm{E}\left(S_{N}\right)}{V_{N}}\right)} \sqrt{H_{N}^{\prime \prime}\left(\eta+\frac{\mathrm{E}\left(S_{N}\right)}{V_{N}}\right)}$. This is well-defined for $\eta \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, and by Lemma 7.25 , there is a constant $C$ such that $C^{-1} \leq \widehat{\rho}_{N}(\eta) \leq C$ for all $N$ and $\eta \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$. In addition, for every $\epsilon>0$ there are $\delta, N_{\epsilon}>0$ such that $\mathrm{e}^{-\epsilon} \leq \widehat{\rho}_{N}(\eta) \leq \mathrm{e}^{\epsilon}$ for all $N>N_{\epsilon}$ and $|\eta| \leq \delta$. In particular, if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then $\widehat{\rho}_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \xrightarrow[N \rightarrow \infty]{ } 1$.

Let $\bar{\rho}_{N}(\eta):=h_{1}(x, \xi(\eta)) \widetilde{\mathbb{E}}^{\xi(\eta)}\left(h_{N+1}\left(\widetilde{X}_{N+1}^{\xi(\eta)}, \xi(\eta)\right)^{-1}\right)$. (There is no dependence on $x$, because $x$ is fixed.) This function is well-defined for all $\eta \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$, and by Lemma 7.14 , there is a constant $C$ such that

$$
C^{-1} \leq \bar{\rho}_{N}(\eta) \leq C \text { for all } N \text { and } \eta \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right] .
$$

By Lemma 7.16 and the obvious identity $h_{n}(, 0) \equiv 1,\left\|h_{n}^{\xi}-1\right\|_{\infty} \xrightarrow[\xi \rightarrow 0]{\longrightarrow} 0$ uniformly in $n$. Since $|\xi(\eta)| \leq C|\eta|$, for every $\epsilon>0$ there are $\delta, N_{\epsilon}>0$ such that $\mathrm{e}^{-\epsilon} \leq \bar{\rho}_{N}(\eta) \leq \mathrm{e}^{\epsilon}$ for all $N>N_{\epsilon}$, and $|\eta| \leq \delta$.

Setting $\rho_{N}:=\widehat{\rho}_{N} \cdot \bar{\rho}_{N}$, we obtain the theorem in the non-lattice case. The modifications needed for the lattice case are routine, and are left to the reader.

### 7.3.8 Rough Bounds in the Reducible Case

Proof of Theorem 7.9: We use the same argument we used in the previous section, except that we will use the rough bounds of $\S 6.2 .5$ (which do not require irreducibility), instead of the LLT for local deviations (which does).

Let $\hbar=100 K+1$ where $K=$ ess sup $(\mathrm{f})$. Looking at (7.43) and using Theorem 6.11 and the assumption that $\frac{z_{N}}{V_{N}} \in\left[\mathcal{F}_{N}^{\prime}(\varepsilon), \mathcal{F}_{N}^{\prime}(R)\right]$, we get that there exists a constant $\bar{c}=\bar{c}(R)$ and $\xi_{N}:=\xi_{N}\left(\frac{z_{N}}{V_{N}}\right) \in[\varepsilon, R+1]$ such that for all $N$ large enough,

$$
\begin{equation*}
\mathbb{P}\left(S_{N}-z_{N} \in[0, \hbar]\right) \geq \frac{\bar{c} \mathrm{e}^{-\xi_{N} \hbar} \hbar}{\sqrt{V_{N}}} \mathrm{e}^{-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)} \tag{7.47}
\end{equation*}
$$

(Theorem 6.11 is applicable because $\hbar>2 \delta(\mathrm{f})$ due to Corollary 4.6).)
Since $\mathbb{P}\left(S_{N} \geq z_{n}\right) \geq \mathbb{P}\left(S_{N}-z_{N} \in[0, \hbar]\right)$ the lower bound follows.
Likewise, applying Theorem 6.12, we conclude that there is a constant $C^{*}=C^{*}(R)$ such that for all $N$ large enough we have, uniformly in $j \in \mathbb{N} \cup\{0\}, \quad \mathbb{P}\left(S_{N}-z_{N} \in[\hbar j, \hbar(j+1)]\right) \leq \frac{C^{*} \mathrm{e}^{-\xi_{N}{ }^{\hbar j}}}{\sqrt{V_{N}}} \mathrm{e}^{-V_{N} I_{N}\left(\frac{z_{N}}{V_{N}}\right)}$. Summing over $j$ we obtain the upper bound.

### 7.4 Large Deviations Thresholds

### 7.4.1 The Large Deviations Threshold Theorem

In this section we look closer into the conditions imposed on $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$ in the LLT for Large Deviations (Theorem 7.8), and ask what happens when they fail.

Let $f$ be an additive functional on a uniformly elliptic Markov chain $X$. We assume throughout that $f$ is non-center-tight, irreducible, and a.s. uniformly bounded. Without loss of generality, $G:=G_{a l g}(X, f)=\mathbb{R}$ or $\mathbb{Z}$. Our main result is:

Theorem 7.26 There exist $\mathfrak{c}_{-}<0<\mathfrak{c}_{+}$as follows. Suppose $z_{N}$ is a sequence of numbers such that $\mathbb{P}\left[S_{N}-z_{N} \in\right.$ $G]=1$ for all $N$, and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow z$.
(1) If $z \in\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right)$, then $z_{N}$ satisfies the assumptions and conclusions of the LLTfor large deviations (Theorem 7.8), and $\exists$ a bounded sequence $I_{N}$ s.t. for all intervals $(a, b)$ which intersect $G, \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \asymp \frac{\mathrm{e}^{-V_{N} I_{N}}}{\sqrt{2 \pi V_{N}}}$.
(2) If $z \notin\left[\mathfrak{c}_{-}, \mathfrak{c}_{+}\right]$, then the conditions of Theorem 7.8 fail, and $\exists N_{k} \uparrow \infty$ such that $\mathbb{P}\left[S_{N_{k}}-z_{N_{k}} \in(a, b)\right] \rightarrow 0$ faster than $\mathrm{e}^{-V_{N_{k}} I}$, for each $I>0$.

The theorem does not extend to the case when $z=\mathfrak{c}_{-}$or $\mathfrak{c}_{+}$, see Example 7.37. The numbers $\mathfrak{c}_{-}, \mathfrak{c}_{+}$are called the large deviations thresholds of ( $\mathrm{X}, \mathrm{f}$ ).

Corollary 7.27 Let $\mathfrak{J}_{a}(z)=\limsup _{N \rightarrow \infty} V_{N}^{-1}\left|\log \mathbb{P}\left(S_{N}-\mathbb{E}\left(S_{N}\right) \in z V_{N}+[-a, a]\right)\right|$. If a is bigger than the graininess constant of $(\mathrm{X}, \mathrm{f})$, then $\mathfrak{c}_{+}=\sup \left\{z: \mathfrak{I}_{a}(z)<\infty\right\}$ and $\mathfrak{c}_{-}=\inf \left\{z: \mathfrak{I}_{a}(z)<\infty\right\}$.

Thus, if $z \notin\left[\mathfrak{c}_{-}, \mathfrak{c}_{+}\right]$, then $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ decays "too fast" along some sub-sequence. Here is a simple scenario when this happens. Let

$$
\mathfrak{r}_{-}:=\limsup _{N \rightarrow \infty} \frac{\operatorname{ess} \inf \left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)}{V_{N}}, \mathfrak{r}_{+}:=\liminf _{N \rightarrow \infty} \frac{\operatorname{ess} \sup \left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)}{V_{N}}
$$

If $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow z$ and $z \notin\left[\mathrm{r}_{-}, \mathrm{r}_{+}\right]$, then $\exists N_{k} \rightarrow \infty$ such that $\mathbb{P}\left[S_{N_{k}}-z_{N_{k}} \in(a, b)\right]$ is eventually zero, and we must be in case (2) of Theorem 7.26. We call $r_{ \pm}$the positivity thresholds of ( $X, f$ ). Clearly, $\left(c_{-}, r_{+}\right) \subset\left(r_{-}, r_{+}\right)$.

If $\mathfrak{c}_{ \pm}=r_{ \pm}$then we say that ( $X, f$ ) has a full large deviations regime. Otherwise, we say that the large deviations regime is partial. For examples, see $\S 7.4 .4$. Note that even in the full regime case, our results do not apply to $z=\mathrm{r}^{ \pm}$.

In the partial case, $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ decays faster than expected when $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow z \in\left(\mathfrak{r}_{-}, \mathfrak{r}_{+}\right) \backslash\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right)$, but the precise asymptotic behavior remains unknown. We are not aware of general results in this direction, even for sums of independent, non-identically distributed, random variables.

### 7.4.2 Admissible Sequences

Let f be a non-center-tight and a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X , and recall that $\mathcal{F}_{N}(\xi)=\left(1 / V_{N}\right) \log \mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right)$.

Theorem 7.8 is stated under the assumption that for some $R>0$, for all $N$ large,

$$
\begin{equation*}
\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\mathcal{F}_{N}^{\prime}(-R)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}, \mathcal{F}_{N}^{\prime}(R)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right] \tag{7.48}
\end{equation*}
$$

Sequences $\left\{z_{N}\right\}$ satisfying (7.48) for a specific $R$ are called $R$-admissible, and sequences which satisfy (7.48) for some $R>0$ are called admissible. Admissible sequences exist, see Theorem 7.4(1).

Why do we need admissibility? The proof of the LLT for large deviations uses a change of measure $\widetilde{\mathrm{X}}$, given by (7.3). The change of measure depends on parameters $\xi_{N}$, which are calibrated so that $\mathbb{E}\left(\widetilde{S}_{N}\right)=z_{N}+O(1)$. These parameters are roots of the equation $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$, where $P_{N}$ are the functions from (7.24), and the admissibility condition is necessary and sufficient for these roots to exist:

Lemma 7.28 Let $f$ be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X , such that $V_{N} \rightarrow \infty$. The following are equivalent:
(1) $\left\{z_{N}\right\}$ is admissible; (2) For some $R>0$, for all $N$ large enough, $\exists \xi_{N} \in[-R, R]$ s.t. $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$;
(3) For some $R^{\prime}>0$, for all $N$ large enough, $\exists \xi_{N} \in\left[-R^{\prime}, R^{\prime}\right]$ s.t. $\mathcal{F}_{N}^{\prime}\left(\xi_{N}\right)=\frac{z_{N}}{V_{N}}$.

Proof $(1) \Rightarrow(2)$ is Lemma 7.19(1).
Assume (2). $P_{N}$ is strictly convex, therefore if $\exists \xi_{N} \in[-R, R]$ such that $P_{N}^{\prime}\left(\xi_{N}\right)=z_{N}$, then $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in$ $\left[\frac{P_{N}^{\prime}(-R)-\mathbb{E}\left(S_{N}\right)}{V_{N}}, \frac{P_{N}^{\prime}(R)-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]=:\left[\widetilde{a}_{N}^{R}, \widetilde{b}_{N}^{R}\right] . \mathrm{By}(7.29), \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R+1}, \widehat{b}_{N}^{R+1}\right]=\left[\frac{\mathcal{F}_{N}^{\prime}(-R-1)-\mathbb{E}\left(S_{N}\right)}{V_{N}}, \frac{\mathcal{F}_{N}^{\prime}(R+1)-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]$. Since $\mathcal{F}_{N}^{\prime}$ is continuous, (3) follows with $R^{\prime}:=R+1$. So (2) $\Rightarrow$ (3).

Assume (3). $\mathcal{F}_{N}$ is a smooth convex function, therefore $\mathcal{F}_{N}^{\prime}$ is continuous and increasing, whence $\left[\mathcal{F}_{N}^{\prime}\left(-R^{\prime}\right), \mathcal{F}_{N}^{\prime}\left(R^{\prime}\right)\right]=\mathcal{F}_{N}^{\prime}\left(\left[-R^{\prime}, R^{\prime}\right]\right)$. By (3), for all $N \gg 1$, $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R^{\prime}}, \widehat{b}_{N}^{R^{\prime}}\right]:=\left[\mathcal{F}_{N}^{\prime}\left(-R^{\prime}\right)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}, \mathcal{F}_{N}^{\prime}\left(R^{\prime}\right)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]$, and $\left\{z_{N}\right\}$ is $R^{\prime}$-admissible. So (3) $\Rightarrow(1)$.

Lemma 7.29 Let f be an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain, and assume that $V_{N} \rightarrow \infty$. Then $\forall R>0 \exists \varepsilon=\varepsilon(R)>0$ such that if $\left\{z_{N}\right\}$ is $R$-admissible, and $\left|\bar{z}_{N}-z_{N}\right| \leq \varepsilon V_{N}$, then $\left\{\bar{z}_{N}\right\}$ is $(R+1)$-admissible.

Proof It is sufficient to prove the lemma under the assumption that $\mathbb{E}\left(S_{N}\right)=0$. Suppose $\left\{z_{N}\right\}$ is $R$-admissible, and choose $\xi_{N} \in[-R, R]$ such that $\mathcal{F}_{N}^{\prime}\left(\xi_{N}\right)=\frac{z_{N}}{V_{N}}$.
$\mathcal{F}_{N}$ are uniformly strictly convex on $[-(R+1),(R+1)]$ (Theorem 7.3), so there exists an $\varepsilon>0$ such that $\mathcal{F}_{N}^{\prime}(R+1) \geq \mathcal{F}_{N}^{\prime}(R)+\varepsilon$ and $F_{N}^{\prime}(-(R+1)) \leq \mathcal{F}_{N}^{\prime}(-R)-\varepsilon$ for all $N$. So, if $\left|\bar{z}_{N}-z_{N}\right| \leq \varepsilon V_{N}$, then $\bar{z}_{N} / V_{N} \in\left[\mathcal{F}_{N}^{\prime}(-R-1), \mathcal{F}_{N}^{\prime}(R+1)\right]$.

The following theorem characterizes the admissible sequences probabilistically. Recall the definition of the graininess constant $\delta(\mathrm{f})$ from (6.6).

Theorem 7.30 Let f be a non center-tight a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X . The following are equivalent:
(a) $\left\{z_{N}\right\}$ is admissible.
(b) $\exists \varepsilon>0, \eta>0$ such that for every sequence $\left\{\bar{z}_{N}\right\}$ with $\left|\bar{z}_{N}-z_{N}\right| \leq \varepsilon V_{N}$ and for every a,b such that $|a|,|b| \leq 10 \delta(\mathrm{f})+1$ and $b-a>2 \delta(\mathrm{f})$, for all $N$ large enough, $\mathbb{P}\left[S_{N}-\bar{z}_{N} \in(a, b)\right] \geq \eta^{V_{N}}$.
(c) $\exists \varepsilon>0, \eta>0$ such that for all $N$ large enough, $\mathbb{P}\left(S_{N} \geq z_{N}+\varepsilon V_{N}\right) \geq \eta^{V_{N}}$ and $\mathbb{P}\left(S_{N} \leq z_{N}-\varepsilon V_{N}\right) \geq \eta^{V_{N}}$.

Proof Note that under the assumptions of the theorem, $V_{N} \rightarrow \infty$ (Corollary 3.7).
(a) $\Rightarrow \mathbf{( b )}$ : Let $\varepsilon:=\varepsilon(R)$ be the constant from Lemma 7.29. Suppose $\left\{z_{N}\right\}$ is $R$-admissible, then $\bar{z}_{N}$ is $(R+1)$ admissible.

By Lemma 7.28, there is a bounded sequence of real numbers $\xi_{N}$ such that $P_{N}^{\prime}\left(\xi_{N}\right)=\bar{z}_{N}$. Consider the decomposition (7.43). Integrating over $x \in \Im_{1}$ and taking note of the uniform bounds for $h_{k}^{\xi_{N}}$ in Lemma 7.14,
 change of measure (7.3).

The term $\mathrm{e}^{P_{N}\left(\xi_{N}\right)-\xi_{N} \bar{z}_{N}}$ is bounded below by a constant times $\mathrm{e}^{-V_{N} I_{N}\left(\bar{z}_{N} / V_{N}\right)}$, see (7.44) and Lemma 7.25(2). By the choice of $\xi_{N}, \widetilde{\mathbb{E}}\left(\widetilde{S}_{N}\right)=\bar{z}_{N}+O(1)$, so the asymptotics of $\widetilde{\mathbb{P}}\left[\widetilde{S}_{N}-\bar{z}_{N} \in(a, b)\right]$ is given by Theorem 6.11, provided $|a-b|>2 \delta(\mathrm{f})$. In this case, $\mathbb{P}\left[S_{N}-\bar{z}_{N} \in(a, b)\right] \geq C \frac{\mathrm{e}^{-V_{N} I_{N}\left(\frac{\bar{z}_{N}}{V_{N}}\right)}}{\sqrt{2 \pi V_{N}}}$ for all $N$ large enough.

To finish the proof of (b), it is sufficient to show that $I_{N}\left(\frac{\bar{z}_{N}}{V_{N}}\right)$ is bounded from above. First we note that since $\left\{\bar{z}_{N}\right\}$ is $(R+1)$-admissible,

$$
\begin{equation*}
\frac{\bar{z}_{N}}{V_{N}} \in\left[a_{N}^{R+1}, b_{N}^{R+1}\right] \quad \text { for all } N \tag{7.49}
\end{equation*}
$$

By Theorem 7.4(2) and (3), $I_{N}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)=I_{N}^{\prime}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)=0$, and there exists $\rho>0$ such that $0 \leq I_{N}^{\prime \prime}<\rho$ on $\left[a_{N}^{R+1}, b_{N}^{R+1}\right]$ for all $N$. As $\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}=\mathcal{F}_{N}^{\prime}(0) \in\left[a_{N}^{R+1}, b_{N}^{R+1}\right]$,

$$
\left|I_{N}\left(\frac{\bar{z}_{N}}{V_{N}}\right)\right|=\left|I_{N}\left(\frac{\bar{z}_{N}}{V_{N}}\right)-I_{N}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)\right| \leq \frac{1}{2} \rho^{2}\left(\frac{\bar{z}_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)^{2}
$$

Equation (7.49) and Theorem 7.3 (1) and (3) tell us that

$$
\left|\frac{\bar{z}_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right| \leq C:=\sup _{N} \max _{|\xi| \leq R+1}\left|\mathcal{F}_{N}^{\prime}(\xi)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right|<\infty
$$

So $I_{N}\left(\bar{z}_{N} / V_{N}\right) \leq \frac{1}{2} \rho^{2} C^{2}$, and part (b) follows.
(b) $\Rightarrow(\mathbf{c})$ : The bound $\mathbb{P}\left[S_{N} \geq z_{N}+\varepsilon V_{N}\right] \geq \eta^{V_{N}}$ follows from part (b) with $\bar{z}_{N}=z_{N}+\varepsilon V_{N}, a=0$, and $b=2 \delta(\mathrm{f})+1$. The lower bound is similar.
(c) $\Rightarrow$ (a): If (c) holds, then $\mathbb{E}\left(\mathrm{e}^{R S_{N}}\right) \geq \mathbb{E}\left(\mathrm{e}^{R S_{N}} 1_{\left[S_{N} \geq z_{N}+\varepsilon V_{N}\right]}\right) \geq \eta^{V_{N}} \mathrm{e}^{R\left(z_{N}+\varepsilon V_{N}\right)}$, whence $\mathcal{F}_{N}(R) \geq \log \eta+$ $R\left(\frac{z_{N}}{V_{N}}+\varepsilon\right)$. If $R>2 \varepsilon^{-1}|\log \eta|$, then $\mathcal{F}_{N}(R) \geq R\left(\frac{z_{N}}{V_{N}}+\frac{\varepsilon}{2}\right)$. Since $\mathcal{F}_{N}(0)=0$ and $\mathcal{F}_{N}^{\prime}$ is increasing, $\mathcal{F}_{N}^{\prime}(R)>\frac{z_{N}}{V_{N}}$. Similarly one shows that $\mathcal{F}_{N}^{\prime}(-R)<\frac{z_{N}}{V_{N}}$. So $\left\{z_{N}\right\}$ is admissible.
Example 7.31 The following example shows that condition (c) with $\varepsilon=0$ is not equivalent to admissibility.
Let $S_{N}=\sum_{n=1}^{N} X_{n}$ where $X_{n}$ are iid random variables supported on $[\alpha, \beta]$ and such that $X$ has an atom on the right edge: $\mathbb{P}(X=\beta)=\gamma>0$. Then $\mathbb{P}\left[S_{N} \geq \beta N\right]=\mathbb{P}\left[S_{N}=\beta N\right]=\gamma^{N}$ while $\mathbb{P}\left[S_{N} \geq \beta N+1\right]=0$. Thus $\{\beta N\}$ is not admissible.

We note that the notion of $R$-admissibility depends on the initial distribution $\pi_{0}$ since $\mathbb{E}\left(S_{N}\right)$ depends on $\pi_{0}$. However, the notion of admissibility is independent of the initial distribution as the next result shows.
Lemma 7.32 Let f be a uniformly bounded non center-tight additive functional of a uniformly elliptic Markov chain. If $z_{N}$ is admissible with respect to the initial distribution $\pi_{0}$, then it is admissible with respect to any other initial distribution $\widetilde{\pi}_{0}$.
Proof Let $\widetilde{X}$ denote the Markov chain obtained from $X$ by changing the initial distribution to $\widetilde{\pi}_{0}$. Objects associated with ( $\widetilde{\mathrm{X}}, \mathrm{f}$ ) will be decorated with a tilde.

Suppose $z_{N}$ is $R$-admissible for $(\mathrm{X}, \mathrm{f})$. Then for all $N$ large enough $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\mathcal{F}_{N}^{\prime}(-R)-\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}, \mathcal{F}_{N}^{\prime}(R)+\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]$.
By (7.29), $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\frac{P_{N}^{\prime}(-R-1)-\mathbb{E}\left(S_{N}\right)}{V_{N}}, \frac{P_{N}^{\prime}(R+1)-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]$.
By Lemmas 7.18(3) and 7.21(3), there is a constant $c_{1}$ which only depends on $R$ so that $\frac{P_{N}^{\prime \prime}}{V_{N}}>c_{1}$ on $[-R-3, R+3]$ for all $N$ large enough. Necessarily, $\frac{P_{N}^{\prime}(R+2)}{V_{N}}-\frac{P_{N}^{\prime}(R+1)}{V_{N}} \geq c_{1}$ and $\frac{P_{N}^{\prime}(-R-2)}{V_{N}}-\frac{P_{N}^{\prime}(-R-1)}{V_{N}} \leq-c_{1}$. This leads to:

$$
\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\frac{P_{N}^{\prime}(-R-2)+c_{1} V_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}, \frac{P_{N}^{\prime}(R+2)-c_{1} V_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right]
$$

Applying the increasing map $t \mapsto\left(V_{N} / \widetilde{V}_{N}\right)\left(t+\frac{\mathbb{E}\left(S_{N}\right)-\widetilde{\mathbb{E}}\left(S_{N}\right)}{V_{N}}\right)$, we arrive at

$$
\frac{z_{N}-\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}} \in\left[\frac{P_{N}^{\prime}(-R-2)+c_{1} V_{N}-\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}}, \frac{P_{N}^{\prime}(R+2)-c_{1} V_{N}-\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}}\right]
$$

Looking at (7.24), we see that $P_{N}^{\prime}(\xi)-\widetilde{P}_{N}^{\prime}(\xi)=\xi\left(\mathbb{E}\left(S_{N}\right)-\widetilde{\mathbb{E}}\left(S_{N}\right)\right.$ ), (the function $\bar{P}_{N}(\xi)$ does not depend on the initial distribution, is the same for ( $\mathrm{X}, \mathrm{f}$ ) and ( $\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$, and cancels out). Next, Lemma 7.17(1) tells us that $\left|\mathbb{E}\left(S_{N}\right)-\widetilde{\mathbb{E}}\left(S_{N}\right)\right| \leq c_{2}$ for some constant $c_{2}$. Thus, $\exists c_{3}=c_{3}(R)$ so that

$$
\left|P_{N}^{\prime}(R+2)-\widetilde{P}_{N}^{\prime}(R+2)\right|<c_{3}, \text { and }\left|P_{N}^{\prime}(-R-2)-\widetilde{P}_{N}^{\prime}(-R-2)\right|<c_{3}
$$

( $\mathrm{X}, \mathrm{f}$ ) is not center-tight, therefore $V_{N} \rightarrow \infty$. If $N$ is so large that $c_{1} V_{N}>c_{3}$, then

$$
\frac{z_{N}-\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}} \in\left[\frac{\widetilde{P}_{N}^{\prime}(-R-2)-\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}}, \frac{\widetilde{P}_{N}^{\prime}(R+2)-\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}}\right] .
$$

By (7.29), $\frac{z_{N}-\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}} \in\left[\widetilde{\mathcal{F}}_{N}^{\prime}(-R-3)-\frac{\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}}, \widetilde{\mathcal{F}}_{N}^{\prime}(R+3)-\frac{\widetilde{\mathbb{E}}\left(S_{N}\right)}{\widetilde{V}_{N}}\right]$, whence the $(\widetilde{\mathrm{X}}, \mathrm{f})$-admissibility of $z_{N}$.
We say that $(X, f)$ and $(\widetilde{X}, \widetilde{f})$ are related by a change of measure with bounded weights if $X, \widetilde{X}$ have the same state spaces, $f_{n} \equiv \widetilde{f}_{n}$ for all $n$, and if for some $\bar{\varepsilon}$, the initial distributions and transition probabilities of X and $\widetilde{\mathrm{X}}$ are equivalent and related by $\bar{\varepsilon} \leq \frac{\mathrm{d} \widetilde{\pi}_{n}(x, \mathrm{~d} y)}{\mathrm{d} \pi_{n}(x, \mathrm{~d} y)} \leq \bar{\varepsilon}^{-1}$ for all $n$.
Lemma 7.33 Suppose $f$ is an a.s. uniformly bounded additive functional on a uniformly elliptic Markov chain X . If $(\mathrm{X}, \mathrm{f})$ and $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$ are related by the change of measure with bounded weights, and $V_{N} \geq c N$ for some $c>0$, then $\left\{z_{N}\right\}$ is $(\mathrm{X}, \mathrm{f})$-admissible iff $\left\{z_{N}\right\}$ is $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$-admissible.

Proof Since admissibility does not depend on the initial distribution we may suppose without the loss of generality that $\widetilde{\pi}=\pi$.

Since X is uniformly elliptic, $\widetilde{\mathrm{X}}$ is uniformly elliptic. By the exponential mixing bounds for uniformly elliptic chains both $\widetilde{V}_{N}:=\operatorname{Var}\left[S_{N}(\widetilde{\mathrm{f}})\right]$ and $V_{N}:=\operatorname{Var}\left[S_{N}(\mathrm{f})\right]$ are $O(N)$. Without loss of generality, $c N \leq V_{N} \leq c^{-1} N$.

Under the assumptions of the lemma, the structure constants of ( $\mathrm{X}, \mathrm{f}$ ) are equal to the structure constants of $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$ up to bounded multiplicative error. By Theorem 3.7, $\widetilde{V}_{N} \asymp V_{N}$ as $N \rightarrow \infty$. So $\exists \widetilde{c}>0$ such that $\widetilde{c} N \leq \widetilde{V}_{N} \leq \widetilde{c}^{-1} N$.

Let $\left\{z_{N}\right\}$ be (X,f)-admissible. Then there are $\varepsilon>0$ and $\eta>0$ such that for all $N$ large enough, $\mathbb{P}\left[S_{N} \geq\right.$ $\left.z_{N}+\varepsilon V_{N}\right] \geq \eta^{N}, \widetilde{P}\left[S_{N} \leq z_{N}-\varepsilon V_{N}\right] \geq \eta^{N}$.

It follows that $\widetilde{\mathbb{P}}\left[S_{N}(\widetilde{\mathrm{f}}) \geq z_{N}+\widetilde{\varepsilon} \widetilde{V}_{N}\right] \geq \widetilde{\eta}^{N}, \quad \widetilde{\mathbb{P}}\left[S_{N}(\widetilde{\mathrm{f}}) \leq z_{N}-\widetilde{\varepsilon} \widetilde{V}_{N}\right] \geq \widetilde{\eta}^{N}$ where $\widetilde{\eta}=\eta \bar{\varepsilon}$ and $\widetilde{\varepsilon}:=\widetilde{c} c \varepsilon$. Hence $\left\{z_{N}\right\}$ is $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$-admissible.

Lemma 7.34 Let $\mathfrak{f}$ and $\widetilde{\mathfrak{f}}$ be two a.s. uniformly bounded additive functionals on the same uniformly elliptic Markov chain. Suppose $V_{N}:=\operatorname{Var}\left[S_{N}(\mathrm{f})\right] \rightarrow \infty$ and

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{\left\|S_{N}(\widetilde{\mathrm{f}})-S_{N}(\mathrm{f})\right\|_{\infty}}{V_{N}}=0 \tag{7.50}
\end{equation*}
$$

Then $\left\{z_{N}\right\}$ is $\mathfrak{f}$-admissible iff $\left\{z_{N}\right\}$ is $\widetilde{\mathrm{f}}$-admissible.
Proof We write $S_{N}=S_{N}(\mathrm{f})$, and $\widetilde{S}_{N}=S_{N}(\mathrm{f})$. By the assumptions of the lemma, $\widetilde{V}_{N}:=\operatorname{Var}\left(\widetilde{S}_{N}\right) \sim V_{N}$ as $N \rightarrow \infty$.

Let $\left\{z_{N}\right\}$ be f-admissible. By Theorem 7.30(c), there are $\varepsilon>0, \eta>0$ such that $\mathbb{P}\left[S_{N} \geq z_{N}+\varepsilon V_{N}\right] \geq$ $\eta^{N}, \quad \mathbb{P}\left[S_{N} \leq z_{N}-\varepsilon V_{N}\right] \geq \eta^{N}$. It now follows from (7.50) that for large $N, \widetilde{\mathbb{P}}\left[\widetilde{S}_{N} \geq z_{N}+\frac{\varepsilon}{2} \widetilde{V}_{N}\right] \geq \eta^{N}$ and $\widetilde{\mathbb{P}}\left[\widetilde{S}_{N} \leq z_{N}-\frac{\varepsilon}{2} \widetilde{V}_{N}\right] \geq \eta^{N}$. Hence $\left\{z_{N}\right\}$ is $\widetilde{\mathfrak{f}}$-admissible.

### 7.4.3 Proof of the Large Deviations Threshold Theorem

Let $f$ be an a.s. uniformly bounded and non-center-tight irreducible additive functional on a uniformly elliptic Markov chain X . Then $V_{N} \rightarrow \infty$, and the algebraic range is $\mathbb{R}$ or $t \mathbb{Z}$, with $t>0$. It is sufficient to consider the cases $\mathbb{R}$ and $\mathbb{Z}$.

We call $z \in \mathbb{R}$ reachable, if at least one of the following conditions holds:
(1) The sequence $z_{N}:=\mathbb{E}\left(S_{N}\right)+V_{N} z$ is admissible. (2) $\exists$ an admissible sequence $\left\{z_{N}\right\}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow z$.
(3) Every sequence $\left\{z_{N}\right\}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow z$ is admissible.

The conditions are equivalent, by Lemma 7.29. If $z_{N}:=\mathbb{E}\left(S_{N}\right)+V_{N} z$ is $R$-admissible, we say that $z$ is $R$-reachable.
We denote the set of $R$-reachable points by $C_{R}$ and the set of reachable points by $C$. Since $\mathcal{F}_{N}^{\prime}$ is monotone increasing, $C_{R}$ and $C$ are connected, and by Theorem 7.4(1), $C$ contains a non-empty neighborhood of the origin. Therefore $\operatorname{int}(C)=\left(\mathfrak{c}_{-}^{\prime}, c_{+}^{\prime}\right)$ for some $\mathfrak{c}_{-}^{\prime}<0<\mathfrak{c}_{+}^{\prime}$. The plan is to show that Theorem 7.26 holds with $\mathfrak{c}_{ \pm}:=\mathfrak{c}_{ \pm}^{\prime}$.
Step 1. Let $\mathfrak{J}_{a}(z)=\limsup _{N \rightarrow \infty} \frac{1}{V_{N}}\left|\log \mathbb{P}\left(S_{N}-\mathbb{E}\left(S_{N}\right) \in z V_{N}+[-a, a]\right)\right|$ with $a \geq 3 \delta(f)$ (see (6.6)), then
$\mathfrak{c}_{+}^{\prime}=\sup \left\{z: \mathfrak{J}_{a}(z)<\infty\right\}$ and $\mathfrak{c}_{-}^{\prime}=\inf \left\{z: \mathfrak{J}_{a}(z)<\infty\right\}$.
Proof. If $z \in\left(\mathfrak{c}_{-}^{\prime}, \mathfrak{c}_{+}^{\prime}\right)$ then $z \in C, z_{N}:=z V_{N}+\mathbb{E}\left(S_{N}\right)$ is admissible, and $\mathfrak{J}_{a}(z)<\infty$ by Theorem 7.30(b). So

$$
\mathfrak{c}_{+}^{\prime} \leq \sup \left\{z: \Im_{a}(z)<\infty\right\}=: S
$$

In particular, $S>0$. We claim that $S$ is the limit of $\bar{z}$ with the following property:

$$
\begin{equation*}
\exists 0<\epsilon<\bar{z} \text { such that } \Im_{a}(\bar{z}+2 \epsilon)<\infty . \tag{7.51}
\end{equation*}
$$

If $S=\infty$, this is clear, and if $S<\infty$, then any $\frac{1}{2} \sup \left\{z: \mathfrak{I}_{a}(z)<\infty\right\}<\bar{z}<\sup \left\{z: \mathfrak{I}_{a}(z)<\infty\right\}$ satisfies (7.51).
Fix $\bar{z}$ as in $(7.51)$. Necessarily $\exists \eta \in(0,1)$ such that for all $N$ large enough

$$
\begin{aligned}
& \mathbb{P}\left[S_{N}-\mathbb{E}\left(S_{N}\right) \geq(\bar{z}+\epsilon) V_{N}\right] \geq \mathbb{P}\left(S_{N}-\mathbb{E}\left(S_{N}\right) \in(\bar{z}+2 \epsilon) V_{N}+[-a, a]\right) \geq \eta^{V_{N}} \\
& \mathbb{P}\left[S_{N}-\mathbb{E}\left(S_{N}\right) \leq(\bar{z}-\epsilon) V_{N}\right] \geq \mathbb{P}\left[S_{N}-\mathbb{E}\left(S_{N}\right) \leq 0\right] \stackrel{!}{=} \frac{1}{2}+o(1) \geq \eta^{V_{N}}, \text { by the CLT. }
\end{aligned}
$$

By Theorem 7.30 (c), $\bar{z} V_{N}+\mathbb{E}\left(S_{N}\right)$ is admissible, and $\bar{z}$ is reachable.
We just proved that $S$ is the supremum of reachable $\bar{z}$. It follows that $\mathfrak{c}_{+}^{\prime}=S \equiv \sup \left\{z: \mathfrak{I}_{a}(z)<\infty\right\}$. The formula for $\mathrm{c}_{-}^{\prime}$ follows by considering $(\mathrm{X},-\mathrm{f})$.
Step 2. Theorem 7.26 holds with $\mathfrak{c}_{ \pm}:=\mathfrak{c}_{ \pm}^{\prime}$.
Proof. Suppose first that $G_{\text {alg }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$.
If $z \in\left(c_{-}^{\prime}, c_{+}^{\prime}\right)$, then $z_{N}:=\mathbb{E}\left(S_{N}\right)+z V_{N}$ is $R$-admissible for some $R>0$, and the conditions and conclusions of Theorem 7.8(2) and (4) are satisfied.

In particular, for some $R>0, \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in\left[\widehat{a}_{N}^{R}, \widehat{b}_{N}^{R}\right]$ and $\log \rho_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)$ and $\xi_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)$ are uniformly bounded. Therefore $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \asymp \frac{\mathrm{e}^{-V_{N} I_{N}}}{\sqrt{2 \pi V_{N}}}$, with $I_{N}:=I_{N}\left(\frac{z_{N}}{V_{N}}\right)$.

By assumption, $\frac{z_{N}}{V_{N}} \in\left[a_{N}^{R}, b_{N}^{R}\right]$. By Theorem 7.4(2), there is a constant $\rho=\rho(R)$ such that for all $N$, $0<I_{N}^{\prime \prime} \leq \rho$ on $\left[a_{N}^{R}, b_{N}^{R}\right]$. In addition, Theorem 7.4(3) clearly implies that $I_{N}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)=I_{N}^{\prime}\left(\frac{\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)=0$. Thus $0 \leq I_{N} \leq \frac{1}{2} \rho\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right)^{2} \rightarrow \frac{1}{2} \rho z^{2}$, proving that $I_{N}$ is bounded.

Now take $z \notin\left[\mathrm{c}_{-}^{\prime}, \mathrm{c}_{+}^{\prime}\right]$. By step $1, \mathfrak{I}_{a}(z)=\infty$ for all $a>3 \delta(\mathrm{X}, \mathrm{f})$. Equivalently, $\lim _{N \rightarrow \infty} \frac{1}{V_{N}}\left|\log \mathbb{P}\left(S_{N^{-}} z_{N} \in[-a, a]\right)\right|=\infty$.
It follows that $\exists N_{k} \uparrow \infty$ such that $\mathbb{P}\left(S_{N_{k}}-z_{N_{k}} \in[-a, a]\right)$ decays to zero faster that $\mathrm{e}^{-V_{N_{k}} I}$ for all $I>0$.
In summary, if $G_{\text {alg }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, then Theorem 7.26 holds with $\mathfrak{c}_{ \pm}:={c_{ \pm}^{\prime}}^{\prime}$. The case when $G_{\text {alg }}(\mathrm{X}, \mathrm{f})=\mathbb{Z}$ is handled in the same way, and is left to the reader.

### 7.4.4 Examples

Recall that $\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right) \subset\left(\mathfrak{r}_{-}, \mathfrak{r}_{+}\right)$. We give examples of equality ("full large deviation regime") and strict inclusion ("partial large deviations regime"):
Example 7.35 (Equality) Let $S_{N}=X_{1}+\cdots+X_{N}$ where $X_{n}$ are bounded iid random variables with law $X$, expectation zero, and non-zero variance. In this case $\mathcal{F}_{N}(\xi)=\log \mathbb{E}\left(\mathrm{e}^{\xi X}\right) / \operatorname{Var}(X)$ for all $N$ (Example 7.2), and it is not difficult to see that $\mathfrak{c}_{-}=\frac{\text { ess } \inf (X)}{\operatorname{Var}(X)}=\mathfrak{r}_{-}, \quad \mathfrak{c}_{+}=\frac{\text { ess } \sup (X)}{\operatorname{Var}(X)}=\mathfrak{r}_{+}$. So we have full large deviation regime. See also Theorem 8.7.

Example 7.36 (Strict Inclusion) Let $X_{n}=\left(Y_{n}, Z_{n}\right)$ where $\left\{Y_{n}\right\},\left\{Z_{n}\right\}$ are two independent sequences of iid random variables uniformly distributed on [0,1]. Fix a sequence of numbers $0<p_{n}<1$ such that $p_{n} \rightarrow 0$, and let $f_{n}\left(X_{n}\right)=\left\{\begin{array}{ll}Z_{n} & \text { if } Y_{n}>p_{n} \\ 2 & \text { if } Y_{n} \leq p_{n}\end{array}\right.$. Then $f_{n}\left(X_{n}\right)$ are independent, but not identically distributed.

A calculation shows that $\mathbb{E}\left(S_{N}\right)=\frac{N}{2}+o(N)$ and $\operatorname{Var}\left(S_{N}\right)=\frac{N}{12}+o(N)$. Clearly ess sup $S_{N}=2 N$, so $\mathfrak{r}_{+}=\lim _{N \rightarrow \infty} \frac{2 N-(N / 2+o(N))}{N / 12}=18$. We will show that $\mathfrak{c}_{+}=6$, proving that $\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right) \neq\left(\mathfrak{r}_{-}, \mathfrak{r}_{+}\right)$.
$\mathcal{F}_{N}(\xi)=\frac{1}{V_{N}} \log \prod_{n=1}^{N} \mathbb{E}\left(\mathrm{e}^{\xi f_{n}\left(Y_{n}, Z_{n}\right)}\right) \sim \frac{12}{N} \sum_{n=1}^{N} \log \mathbb{E}\left(\mathrm{e}^{\xi f_{n}\left(Y_{n}, Z_{n}\right)}\right)=\frac{12}{N} \sum_{n=1}^{N} \log \left(p_{n} \mathrm{e}^{2 \xi}+\left(1-p_{n}\right) \mathbb{E}\left(\mathrm{e}^{\xi U[0,1]}\right)\right) \rightarrow 12 \log \mathbb{E}\left(\mathrm{e}^{\xi U[0,1]}\right)$,
because $p_{n} \rightarrow 0$. Hence $\mathcal{F}_{N}(\xi) \underset{N \rightarrow \infty}{\longrightarrow} 12 \log \left(\frac{\mathrm{e}^{\xi}-1}{\xi}\right) \stackrel{!}{<} 12 \xi$ for $\xi>0$, because $\frac{\mathrm{e}^{\xi}-1}{\xi}=\sum_{n=0}^{\infty} \frac{\xi^{n}}{(n+1)!}<\mathrm{e}^{\xi}$. Therefore for every $\xi>0$, for every sufficiently large $N$,

$$
\begin{equation*}
\mathbb{E}\left(\mathrm{e}^{\xi S_{N}}\right) \leq \mathrm{e}^{12 V_{N} \xi} \tag{7.52}
\end{equation*}
$$

Take some arbitrary $0<z<z^{\prime}<\mathfrak{c}_{+}$. By Corollary 7.27, we can choose $z^{\prime}$ so that $\mathfrak{I}_{1}\left(z^{\prime}\right)<\infty$, and there is some $\eta>0$ such that for all $N$ large enough, for all $\xi>0$,
$\eta^{V_{N}} \leq \mathbb{P}\left(S_{N}-\mathbb{E}\left(S_{N}\right) \in z^{\prime} V_{N}+[-1,1]\right) \leq \mathbb{P}\left[S_{N}>z V_{N}+\mathbb{E}\left(S_{N}\right)\right] \leq \mathbb{E}\left(\mathrm{e}^{\xi\left[S_{N}-z V_{N}-\mathbb{E}\left(S_{N}\right)\right]}\right) \stackrel{(7.52)}{\leq} \mathrm{e}^{\xi V_{N}\left[12-\left(z+\mathbb{E}\left(S_{N}\right) / V_{N}\right)\right]}$.
Since $\eta$ is fixed but $\xi$ can be arbitrarily large, the term in the square brackets must be non-negative for all $N$ large enough. As $\mathbb{E}\left(S_{N}\right) / V_{N} \rightarrow 6, z$ must be no larger than 6 . Since $z$ can be chosen to be arbitrarily close to $c_{+}$, we get $\mathrm{c}_{+} \leq 6$.

Next we show that $\mathfrak{c}_{+}=6$. It suffices to show that $z_{N}:=z V_{N}+\mathbb{E}\left(S_{N}\right)$ is admissible for each $0<z<6$ (because then $z_{N}$ satisfies the conditions of Theorem 7.8, and we are in the first case of Theorem 7.26).

By Theorem 7.30, it suffices to find $\varepsilon, \eta>0$ such that for all $N$ large enough,

$$
\begin{align*}
& \mathbb{P}\left(S_{N} \leq z_{N}-\varepsilon V_{N}\right) \geq \eta^{V_{N}}  \tag{7.53}\\
& \mathbb{P}\left(S_{N} \geq z_{N}+\varepsilon V_{N}\right) \geq \eta^{V_{N}} \tag{7.54}
\end{align*}
$$

(7.53) is because for $\varepsilon<z, \mathbb{P}\left(S_{N} \leq z_{N}-\varepsilon V_{N}\right) \geq \mathbb{P}\left(S_{N}-\mathbb{E}\left(S_{N}\right) \leq 0\right) \rightarrow \frac{1}{2}$, by the CLT. To see (7.54), we let $S_{N}^{\prime}:=Z_{1}+\cdots+Z_{N}$, and note that $\mathbb{E}\left(S_{N}^{\prime}\right)=\frac{N}{2}=\mathbb{E}\left(S_{N}\right)+o(N), V_{N}^{\prime}:=\operatorname{Var}\left(S_{N}^{\prime}\right)=\frac{N}{12}=V_{N}+o(N)$, and
$S_{N} \geq S_{N}^{\prime}$ (because $\left.f_{n}\left(X_{n}, Y_{n}\right) \geq Z_{n}\right)$. Let $z_{N}^{\prime}:=z V_{N}^{\prime}+\mathbb{E}\left(S_{N}^{\prime}\right)$, then $z_{N}^{\prime}=z_{N}+o(N)$, and so for all large $N$,

$$
\mathbb{P}\left(S_{N} \geq z_{N}+\varepsilon V_{N}\right) \geq \mathbb{P}\left(S_{N}^{\prime} \geq z_{N}+\varepsilon V_{N}\right) \geq \mathbb{P}\left(S_{N}^{\prime} \geq z_{N}^{\prime}+2 \varepsilon V_{N}^{\prime}\right)
$$

By Example 7.35, the large deviations thresholds for $S_{N}^{\prime}$ are the positivity thresholds of $S_{N}^{\prime}$, which can be easily found to be $\pm 6$. Since $0<z<6, \mathbb{P}\left(S_{N}^{\prime} \geq z_{N}^{\prime}+2 \varepsilon V_{N}^{\prime}\right) \geq \eta_{1}^{V_{N}^{\prime}} \geq \eta_{2}^{V_{N}}$ for some $\varepsilon, \eta_{i}>0$ and all $N$ large enough. This completes the proof of (7.54), and the proof that $\mathfrak{c}_{+}=6$.

Example 7.37 (Failure of Theorem 7.26 at $z=\mathfrak{c}_{ \pm}$) This already happens in Example 7.1, when $S_{N}=X_{1}+$ $\cdots+X_{N}$, and $X_{i}$ are iid random variables such that $X_{i}=-1,0,1$ with equal probabilities.

By Example 7.35, $\mathfrak{c}_{ \pm}=\mathfrak{r}_{ \pm}= \pm \frac{3}{2}$. Clearly, $\mathbb{E}\left(S_{N}\right)=0$ and $V_{N}=\frac{2}{3} N$. So $z_{N}^{ \pm}:=N \pm 1$ satisfy $\frac{z_{N}^{ \pm}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow \mathfrak{c}_{+}$. However, $\mathbb{P}\left[S_{N}-z_{N}^{+} \in\left(-\frac{1}{2}, \frac{1}{2}\right)\right]=0$, which violates the first alternative of Theorem 7.26, and $\mathbb{P}\left[S_{N}-z_{N}^{-} \in\right.$ $\left.\left(-\frac{1}{2}, \frac{1}{2}\right)\right]=3^{-N} N$ which violates the second alternative of the Theorem 7.26.

### 7.5 Notes and References

The reader should note the difference between the LLT for large deviations and the large deviations principle (LDP): LLT for large deviations give the asymptotics of $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ or $\mathbb{P}\left[S_{N}>z_{N}\right]$; The LDP gives the asymptotics of the logarithm of $\mathbb{P}\left[S_{N}>z_{N}\right]$, see Dembo \& Zeitouni [40] and Varadhan [197].

The interest in precise asymptotics for $\mathbb{P}\left[S_{N}>z_{N}\right]$ in the regime of large deviations goes back to the first paper on large deviations, by Cramér [34]. That paper gave an asymptotic series expansion for $\mathbb{P}\left[S_{N}-\mathbb{E}\left(S_{N}\right)>x\right]$ for the sums of iid random variables. The first sharp asymptotics for $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ appear to be the work of Richter [167], [103, chapter 7] and Blackwell \& Hodges [14].

These results were refined by many authors, with important contributions by Petrov [155], Linnik [133], Moskvin [146], Bahadur \& Ranga Rao [11], Statulavicius [188] and Saulis [176]. For accounts of these and other results, we refer the reader to the books of Ibragimov \& Linnik [103], Petrov [156], and Saulis \& Statulevicius [177]. See also the survey of Nagaev [150].

Plachky and Steinebach [158] and Chaganty \& Sethuraman [23, 24] proved LLT for large deviations for arbitrary sequences of random variables $T_{n}$ (e.g. sums of dependent random variables), subject only to assumptions on the asymptotic behavior of the normalized log-moment generating functions of $T_{n}$ and their Legendre-Fenchel transforms (their rate functions). Our LLT for large deviations are in the spirit of these results.

Corollary 7.10 is an example of a limit theorem conditioned on a large deviation. For other examples of such results, in the context of statistical physics, see [45].

We comment on some of the technical devices in the proofs. The "change of measure" trick discussed in section 7.3.1 goes back to Cramér [34] and is a standard idea in large deviations. In the classical homogeneous setup, a single parameter $\xi_{N}=\xi$ works for all times $N$, but in our inhomogeneous setup, we need to allow the parameter $\xi_{N}$ to depend $N$. For other instances of changes of measure which involve a time dependent parameter, see Dembo \& Zeitouni [39] and references therein.

The Gärtner-Ellis Theorem we used to prove Theorem 7.7 can be found in [69]. The one-dimensional case, which is sufficient for our purposes, is stated and proved in appendix A , together with historical comments.

Birkhoff's Theorem is proved in [13], and is discussed further in appendix B.
Results similar to Lemma 7.13 on the existence of the generalized eigenfunction $h_{n}^{\xi}$ were proved by many authors in many different contexts, see for example [15], [67], [75], [90], [93], [113], [173]. The analytic dependence of the generalized eigenvalue and eigenvector on the parameter $\xi$ was considered in a different context (the top Lyapunov exponent) by Ruelle [172] and Peres [154]. Our proof of Lemma 7.16 follows closely a proof in Dubois's paper [67].

For an account of the theory of real-analyticity for vector valued functions, see [49] and [199].

## Chapter 8 <br> Important Examples and Special Cases


#### Abstract

In this chapter we consider several special cases where our general results take stronger form. These include sums of independent random variables, and homogeneous or asymptotically homogeneous or equicontinuous additive functionals.


### 8.1 Introduction

In the previous chapters we studied the LLT for general uniformly bounded additive functionals $f$ on uniformly elliptic inhomogeneous Markov chains X. We saw that

- If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, then $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \sim \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \mathrm{e}^{-z^{2} / 2}$.
- If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow 0$, then $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \sim \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \mathrm{e}^{-V_{N} I_{N}\left(\frac{z}{V_{N}}\right)}$, where $I_{N}$ are the rate functions, see §§7.2.2, 7.2.3.
- If $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}, z \in\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right)$, and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow z$, then

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right] \sim \frac{|a-b|}{\sqrt{2 \pi V_{N}}} \mathrm{e}^{-V_{N} I_{N}\left(\frac{z}{V_{N}}\right)} \rho_{N}\left(\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}\right) \times \frac{1}{|a-b|} \int_{a}^{b} \mathrm{e}^{-t \xi_{N}\left(\frac{z_{N}-\mathbb{B}\left(S_{N}\right)}{V_{N}}\right)} \mathrm{d} t,
$$

where $\rho_{N}(\eta) \xrightarrow[\eta \rightarrow 0]{ } 1$ and $\xi_{N}(\eta) \xrightarrow[\eta \rightarrow 0]{\longrightarrow} 0$ uniformly in $N$ (see $\S 7.2 .4$ ), and ${c_{ \pm}}$are the large deviation thresholds of ( $\mathrm{X}, \mathrm{f}$ ) (see §7.4).
We will now apply the general theory to special cases of interest. The point is to verify the condition $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$ and to find $\mathrm{c}_{ \pm}$.

### 8.2 Sums of Independent Random Variables

Throughout this section, let $X_{n}$ be independent real-valued random variables, possibly with different distributions, such that for some $K,\left|X_{n}\right| \leq K$ for all $n$. Let $S_{N}=X_{1}+\cdots+X_{N}, V_{N}:=\operatorname{Var}\left(S_{N}\right)=\operatorname{Var}\left(X_{1}\right)+\cdots+\operatorname{Var}\left(X_{N}\right)$. This is a special case of the setup studied in the previous chapters: $\mathrm{X}:=\left\{X_{n}\right\}$ is a uniformly elliptic inhomogeneous Markov chain (with ellipticity constant $\epsilon_{0}=1$ ), and $S_{N} \equiv S_{N}(\mathrm{f})$, for the uniformly bounded additive functional $f_{n}(x, y):=x$.

Proposition $8.1(\mathrm{X}, \mathrm{f})$ is center-tight iff $\sum \operatorname{Var}\left(X_{n}\right)<\infty$. In this case, the limit $\lim _{N \rightarrow \infty}\left(S_{N}-\mathbb{E}\left(S_{N}\right)\right)$ exists and is finite almost surely.
Proof Corollary 3.9 says that (X,f) is center-tight iff $\sup _{N} U_{N} \equiv \sum_{n=3}^{\infty} u_{n}^{2}<\infty$, where $u_{n}$ are given by (2.26). In Proposition 2.20 we saw that $u_{n}^{2}=2\left(\operatorname{Var}\left(X_{n-1}\right)+\operatorname{Var}\left(X_{n}\right)\right)$. Thus $(\mathrm{X}, \mathrm{f})$ is center-tight iff $\sum \operatorname{Var}\left(X_{n}\right)<\infty$. The a.s. existence of $\lim _{n \rightarrow \infty}\left(S_{n}-\mathbb{E}\left(S_{n}\right)\right)$ is due to the two-series theorem (see also Theorem 3.12).

Recall the following definition from Chapter 3: Given a real-valued random variable $X$ and a number $\xi \in \mathbb{R}$,

$$
\mathfrak{D}(X, \xi):=\min _{\theta \in \mathbb{R}} \mathbb{E}\left[\operatorname{dist}^{2}\left(X, \theta+\frac{2 \pi}{\xi} \mathbb{Z}\right)\right]^{1 / 2} .
$$

Proposition 8.2 Suppose $\sum \operatorname{Var}\left(X_{n}\right)=\infty$.
(1) $(\mathrm{X}, \mathrm{f})$ has essential range $\mathbb{R}$ iff $\sum_{n=1}^{\infty} \mathfrak{D}\left(X_{n}, \xi\right)^{2}=\infty$ for all $\xi>0$.
(2) Otherwise, the following holds:
(a) There is a minimal positive $\xi$ such that $\sum_{n=1}^{\infty} \mathfrak{D}\left(X_{n}, \xi\right)^{2}<\infty$. (b) $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ for $t:=2 \pi / \xi$.
(c) We can decompose $X_{n}=\mathbb{F}_{n}\left(X_{n}\right)+h_{n}\left(X_{n}\right)$ where $\mathbb{F}_{n}$ are uniformly bounded measurable functions taking values in $t \mathbb{Z}$, and $\sum \operatorname{Var}\left[h_{n}\left(X_{n}\right)\right]<\infty$.
(d) $\exists$ constants $\gamma_{N}$ such that $S_{N}-\gamma_{N}$ converges a.s. modulo $t \mathbb{Z}$, i.e. $\lim _{N \rightarrow \infty} \exp \left[\frac{2 \pi \mathrm{i}}{t}\left(S_{N}-\gamma_{N}\right)\right]$ exists a.s.

Notice that unlike the general case discussed in Lemma 4.16, the decomposition in (c) does not require a gradient.
Proof By Proposition 2.21, for every $\xi>0$ there is a constant $C(\xi)>1$ such that

$$
\begin{equation*}
\left.d_{n}^{2}(\xi)=C(\xi)^{ \pm 1}\left[\mathfrak{D}\left(X_{n-1}, \xi\right)^{2}+\mathfrak{D}\left(X_{n}, \xi\right)^{2}\right)\right] \tag{8.1}
\end{equation*}
$$

Therefore, $\sum \mathfrak{D}\left(X_{n}, \xi\right)^{2}<\infty$ iff $\sum d_{n}^{2}(\xi)<\infty$. Hence the co-range of $(\mathrm{X}, \mathrm{f})$ is given by $H(\mathrm{X}, \mathrm{f})=\{\xi \in \mathbb{R}$ : $\left.\sum_{n=1}^{\infty} \mathfrak{D}\left(X_{n}, \xi\right)^{2}<\infty\right\}$. Parts (1), (2)(a), and (2)(b) now follow from Theorems 4.3 and 4.4 on $H(X, f)$.

Next we prove (2)(c). Let $\xi>0$ be as in (2)(a), and set $t:=2 \pi / \xi$. For every $n$, choose $\theta_{n} \in \mathbb{R}$ such that

$$
\mathbb{E}\left[\operatorname{dist}^{2}\left(X_{n}, \theta_{n}+t \mathbb{Z}\right)\right]<\mathfrak{D}_{n}\left(X_{n}, \xi\right)^{2}+\frac{1}{2^{n}}
$$

We can decompose every $x \in \mathbb{R}$ into $x=\mathbb{F}_{n}(x)+h_{n}(x)$, where

$$
\mathbb{F}_{n}(x):=\text { the (minimal) closest point to } x-\theta_{n} \text { in } t \mathbb{Z}, \quad h_{n}(x):=x-\mathbb{F}_{n}(x)
$$

Necessarily, $\left|h_{n}(x)-\theta_{n}\right|=\operatorname{dist}\left(x, \theta_{n}+t \mathbb{Z}\right)$, and $X_{n}=\mathbb{F}_{n}\left(X_{n}\right)+h_{n}\left(X_{n}\right)$ with $\mathbb{F}_{n}$ bounded and taking values in $t \mathbb{Z}$. We claim that h has summable variances. Recall that for a random variable $Y, \operatorname{Var}(Y)=\min _{\theta \in \mathbb{R}} \mathbb{E}\left[(Y-\theta)^{2}\right]$. Thus

$$
\sum_{n=1}^{\infty} \operatorname{Var}\left(h_{n}\left(X_{n}\right)\right)=\sum_{n=1}^{\infty} \min _{\theta} \mathbb{E}\left[\left(h_{n}\left(X_{n}\right)-\theta\right)^{2}\right] \leq \sum_{n=1}^{\infty} \mathbb{E}\left[\left(h_{n}\left(X_{n}\right)-\theta_{n}\right)^{2}\right]=\sum_{n=1}^{\infty} \mathbb{E}\left[\operatorname{dist}^{2}\left(x, \theta_{n}+t \mathbb{Z}\right)\right]<\left[\sum_{n=1}^{\infty} \mathfrak{D}_{n}^{2}\left(X_{n}, t\right)\right]+1<\infty .
$$

We proved (2)(c).
Let $\alpha_{n}:=\mathbb{E}\left[h_{n}\left(X_{n}\right)\right]$. By the two-series theorem, the series $\sum_{n=1}^{\infty}\left(h_{n}\left(X_{n}\right)-\alpha_{n}\right)$ converges a.s. Therefore, if $\gamma_{N}:=\alpha_{1}+\cdots+\alpha_{N}$, then $\exp \left[\frac{2 \pi \mathrm{i}}{t}\left(S_{N}-\gamma_{N}\right)\right]=$
$\exp \left[\frac{2 \pi \mathrm{i}}{t}\left(S_{N}(\mathbb{F})+S_{N}(\mathrm{~h})-\gamma_{N}\right)\right]=\exp \left[\frac{2 \pi \mathrm{i}}{t}\left(S_{N}(\mathrm{~h})-\gamma_{N}\right)\right] \underset{N \rightarrow \infty}{\longrightarrow} \exp \left(\frac{2 \pi \mathrm{i}}{t} \sum_{n=1}^{\infty}\left(h_{n}\left(X_{n}\right)-\alpha_{n}\right)\right)$, whence (2)(d). $\square$
We are now ready to state the non-lattice LLT for independent random variables:
Theorem 8.3 (Dolgopyat) Let $X_{n}$ be a sequence of uniformly bounded independent real-valued random variables such that $\sum \operatorname{Var}\left(X_{n}\right)=\infty$.
(1) Suppose $\sum_{n=1}^{\infty} \mathfrak{D}\left(X_{n}, \xi\right)^{2}=\infty$ for all $\xi>0$. Then for every $z_{N}, z \in \mathbb{R}$ s.t. $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$, for every $a<b$,

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}|a-b| \text { as } N \rightarrow \infty .
$$

(2) Otherwise, there is a finite maximal $t$ such that $\sum_{n=1}^{\infty} \mathfrak{D}\left(X_{n}, \frac{2 \pi}{t}\right)^{2}<\infty$, and:
(a) There exist constants $\gamma_{N}$ s.t. $S_{N}-\gamma_{N}$ converge a.s. modulo $t \mathbb{Z}$, (i.e. $\lim _{N \rightarrow \infty} \exp \left[\frac{2 \pi \mathrm{i}}{t}\left(S_{N}-\gamma_{N}\right)\right]$ exists a.s.).
(b) There is a bounded random variable $\mathfrak{F}\left(X_{1}, X_{2}, \ldots\right)$ and a bounded sequence of numbers $b_{N}$ s. t. for all $z_{N} \in b_{N}+t \mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z \in \mathbb{R}, \forall \phi \in C_{c}(\mathbb{R}), \lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}\right)\right]=\frac{t \mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(m t+\mathfrak{F})]$.
Proof In case 1, Proposition 8.2 says that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$. So ( $\mathrm{X}, \mathrm{f}$ ) is non-lattice and irreducible, and the first part of the theorem follows from Theorem 5.1. In case 2, Proposition 8.2 says that there is a minimal $\xi>0$ such that $\sum \mathfrak{D}\left(X_{n}, \xi\right)^{2}<\infty$, and for this $\xi, G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$, where $t:=2 \pi / \xi$. In addition, there are constants $\gamma_{N}$ such that $S_{N}-\gamma_{N}$ converge a.s. modulo $t \mathbb{Z}$.

By Theorem 6.3(a) there are bounded random variables $\mathfrak{F}\left(X_{1}, X_{2}, \ldots\right)$ and $b_{N}\left(X_{1}, X_{N+1}\right)$ so that for all $\phi \in C_{c}(\mathbb{R})$ and $z_{n}^{\prime} \in t \mathbb{Z}$ such that $\frac{z_{N}^{\prime}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$,

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left[\phi\left(S_{N}-z_{N}^{\prime}-b_{N}\right)\right]=\frac{t \mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi}} \sum_{m \in \mathbb{Z}} \mathbb{E}[\phi(m t+\mathfrak{F})] \tag{8.2}
\end{equation*}
$$

To finish the proof, we need to show that (8.2) holds with constant $b_{N}$, because then we can take $z_{N}^{\prime}:=z_{N}-b_{N}$ for any $z_{N} \in b_{N}+t \mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z$.

There is no loss of generality in assuming that $\mathbb{E}\left(X_{n}\right)=0$ for all $n$, and $t=1$ (this can always be achieved by scaling). By Proposition $8.2(\mathrm{c})$, we can decompose $X_{n}=\mathbb{F}_{n}\left(X_{n}\right)+h_{n}\left(X_{n}\right)$ with $\mathbb{F}_{n}$ uniformly bounded taking values in $\mathbb{Z}$, and where $h$ has summable variances. The absence of a gradient term in this decomposition places us in the "special case" (6.40), where the proof of Theorem 6.3(a) gives (8.2) with $b_{N}$ constant and bounded.

Next, we discuss the lattice LLT for sums of independent integer-valued random variables $X_{n}$. We say that $X_{n}$ satisfies Prokhorov's condition, if

$$
\begin{equation*}
\prod_{k=1}^{\infty}\left(\max _{0 \leq m<t} \mathbb{P}\left(X_{k}=m \bmod t\right)\right)=0 \text { for all integers } t \geq 2 \tag{8.3}
\end{equation*}
$$

Let $m_{k}$ be the (smallest) most likely residue mod $t$ for $X_{k}$. Then it is not difficult to see that Prokhorov's condition is equivalent to

$$
\begin{equation*}
\sum_{k} \mathbb{P}\left[X_{k} \neq m_{k} \bmod t\right]=\infty \text { for all integers } t \geq 2 \tag{8.4}
\end{equation*}
$$

Lemma 8.4 Let $X_{n}$ be a sequence of independent $\mathbb{Z}$-valued random variables, then the following are equivalent: (1) Prokhorov's condition (8.4); (2) (X, f) is irreducible, with essential range $\mathbb{Z}$.

## Proof

(2) $\Rightarrow$ (1): Fix an integer $t \geq 2$. Every $x \in \mathbb{Z}$ can be decomposed uniquely in the form $x=\{x\}_{t \mathbb{Z}}+[x]_{t \mathbb{Z}}$, where $\{x\}_{t \mathbb{Z}} \in[0, t)$ and $[x]_{t \mathbb{Z}} \in t \mathbb{Z}$. Set

- $y_{k}(x):=$ the (smallest) integer in $m_{k}+t \mathbb{Z}$ closest to $x$, and $z_{k}(x):=x-y_{k}(x)$,
- $g_{k}(x):=\left(y_{k}(x)-m_{k}\right)+\left[x-y_{k}(x)\right]_{t \mathbb{Z}}\left(g_{k}\right.$ takes values in $\left.t \mathbb{Z}\right)$,
- $h_{k}(x):=\left\{x-y_{k}(x)\right\}_{t \mathbb{Z}}\left(h_{k}\right.$ takes values in $\left.\mathbb{Z}\right)$. Then

$$
X_{k}=g_{k}\left(X_{k}\right)+h_{k}\left(X_{k}\right)+m_{k}
$$

The algebraic range of $(X, g)$ is inside $t \mathbb{Z}$, and by the Borel-Cantelli lemma, (8.4) fails $\Leftrightarrow X_{k} \neq$ $m_{k} \bmod t \mathbb{Z}$ finitely often a.s. $\Leftrightarrow h_{k}\left(X_{k}\right) \neq 0$ finitely often a.s. So if (8.4) fails, then $\sum_{k=0}^{\infty}\left|h_{k}\left(X_{k}\right)\right|<\infty$ almost surely. Hence h is center-tight. Since $G_{a l g}(\mathrm{X}, \mathrm{f}-\mathrm{h})=G_{a l g}(\mathrm{X}, \mathrm{g}) \subset t \mathbb{Z}, G_{\text {ess }}(\mathrm{X}, \mathrm{f}) \neq \mathbb{Z}$ contradicting to (2).
(1) $\Rightarrow$ (2): Fix an integer $t \geq 2, \theta \in[0, t)$, and let $m_{\theta}$ be the (smallest) closest integer to $\theta$. Then $\left|m^{\prime}-\theta\right| \geq \frac{1}{2}$ for $m^{\prime} \neq m_{\theta}$, whence $\mathbb{E}\left[\operatorname{dist}^{2}\left(X_{n}, \theta+t \mathbb{Z}\right)\right] \geq \frac{1}{4} \mathbb{P}\left(X_{n} \neq m_{\theta} \bmod t\right) \geq \frac{1}{4}\left[1-\max _{0 \leq m<t} \mathbb{P}\left(X_{n}=m \bmod t\right)\right]$.
Passing to the infimum over $\theta$, we obtain $\mathfrak{D}^{2}\left(X_{n}, \frac{2 \pi}{t}\right) \geq \frac{1}{4}\left[1-\max _{0 \leq m<t} \mathbb{P}\left(X_{n}=m \bmod t\right)\right]=\frac{1}{4} \mathbb{P}\left[X_{n} \neq m_{n} \bmod t\right]$.
By (8.1) and (8.4), we get $\sum_{n=3}^{\infty} d_{n}^{2}\left(\frac{2 \pi}{t}\right) \geq$ const $\sum_{n=3}^{\infty}\left(\mathfrak{D}^{2}\left(X_{n-1}, \frac{2 \pi}{t}\right)+\mathfrak{D}^{2}\left(X_{n}, \frac{2 \pi}{t}\right)\right)=\infty$.
We find that the co-range does not contain $2 \pi / t$ for $t \in\{2,3,4, \ldots\}$. But it does contain $2 \pi$ (because $X_{k}$ are integer-valued). The only closed sub-group of $\mathbb{R}$ with these properties is $2 \pi \mathbb{Z}$. So the co-range is $2 \pi \mathbb{Z}$, and the essential range is $\mathbb{Z}$. Since $X_{k}$ are integer-valued, we have irreducibility.

Theorem 8.5 (Prokhorov) Let $X_{n}$ be a uniformly bounded sequence of integer-valued independent random variables. Assume (8.3). Then $\sum \operatorname{Var}\left(X_{n}\right)=\infty$, and for all $z_{N} \in \mathbb{Z}$ and $z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \rightarrow z, \forall k \in \mathbb{Z}$,

$$
\mathbb{P}\left[S_{N}-z_{N}=k\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}} \text { as } N \rightarrow \infty
$$

Proof The theorem is a direct consequence of Lemma 8.4, and Theorem 5.2.
Prokhorov also showed that (8.3) is a necessary condition for his LLT to apply to all uniformly bounded sequences of integer-valued independent random variables $X_{n}^{\prime}$ such that for some $r, X_{n}^{\prime}=X_{n}$ for all $n \geq r$. We omit the proof, which given Lemma 8.4, follows from a lattice version of Theorem 6.5.

We now turn to the LLT for large deviations. Recall that the large deviations thresholds are the endpoints of the largest interval ( $\left.\mathfrak{c}_{-}, \mathfrak{c}_{+}\right)$so that the LLT for large deviations in Chapter 7 applies to all sequences $z_{N}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \rightarrow z$ with $z \in\left(\mathfrak{c}_{-}, \mathfrak{c}_{-}\right)$(see Theorem 7.26). Necessarily, $\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right) \subset\left(\mathfrak{r}_{-}, \mathfrak{r}_{+}\right)$, where

$$
\mathfrak{r}_{-}:=\limsup _{N \rightarrow \infty} \frac{\operatorname{ess} \inf \left[S_{N}-\mathbb{E}\left(S_{N}\right)\right]}{V_{N}}, \mathfrak{r}_{+}:=\liminf _{N \rightarrow \infty} \frac{\operatorname{ess} \sup \left[S_{N}-\mathbb{E}\left(S_{N}\right)\right]}{V_{N}}
$$

"Full large deviations regime" means that $\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right)=\left(\mathfrak{r}_{-}, \mathfrak{r}_{+}\right)$.
We saw in Example 7.35 that sums of iid random variables have full large deviation regime. We will now give a sufficient condition for full regime in the case of non-identically distributed independent random variables.

A sequence of bounded real-valued independent random variables $X_{n}$ is called tame, when one of the following conditions holds:
(a) $\liminf _{N \rightarrow \infty} V_{N} / N>0$, and $\forall \delta>0$ there is an $\eta_{\delta}>0$ such that for all $n$,

$$
\begin{equation*}
\mathbb{P}\left[X_{n}>\text { ess } \sup X_{n}-\delta \operatorname{Var}\left(X_{n}\right)\right] \geq \eta_{\delta}, \quad \mathbb{P}\left[X_{n}<\operatorname{ess} \inf X_{n}+\delta \operatorname{Var}\left(X_{n}\right)\right] \geq \eta_{\delta} \tag{8.5}
\end{equation*}
$$

(b) $\liminf _{N \rightarrow \infty} V_{N} / N=0$, and $\forall \delta>0$ there is an $\eta_{\delta}>0$ such that for all $n$,

$$
\begin{equation*}
\mathbb{P}\left[X_{n}>\text { ess sup } X_{n}-\delta \operatorname{Var}\left(X_{n}\right)\right] \geq \eta_{\delta}^{\operatorname{Var}\left(X_{n}\right)}, \quad \mathbb{P}\left[X_{n}<\text { ess inf } X_{n}+\delta \operatorname{Var}\left(X_{i}\right)\right] \geq \eta_{\delta}^{\operatorname{Var}\left(X_{n}\right)} \tag{8.6}
\end{equation*}
$$

If $\operatorname{Var}\left(X_{n}\right)=O(1)$, then (8.6) implies (8.5), but it is not equivalent to it. For example, suppose there are sequences $n_{k} \rightarrow \infty$ and $\sigma_{n_{k}} \in(0,1)$ such that $\sigma_{n_{k}} \rightarrow 0$, and $X_{n_{k}}= \pm \sigma_{n_{k}}$ with probabilities $\frac{1}{2}$. Then $\mathbb{P}\left[X_{n_{k}}>\right.$ ess $\left.\sup X_{n_{k}}-\delta \operatorname{Var}\left(X_{n_{k}}\right)\right]=\frac{1}{2}$, and (8.5) holds. But (8.6) fails, because $\eta_{\delta}^{\operatorname{Var}\left(X_{n_{k}}\right)} \rightarrow 1$ for all $\eta_{\delta}>0$.

Example 8.6 Let $X_{n}$ be bounded independent random variables with non-zero variance. The tameness assumption holds in each of the following cases:
(1) $X_{n}$ are identically distributed;
(2) There are finitely many random variables $Y_{1}, \ldots, Y_{k}$ such that for all $n$ there is some $k$ such that $X_{n}=Y_{k}$ in distribution;
(3) $X_{n}$ are uniformly bounded discrete random variables, and there is $\varepsilon_{0}>0$ such that every atom of $X_{n}$ has mass bigger than or equal to $\varepsilon_{0}$.

Theorem 8.7 Suppose $X_{n}$ is a uniformly bounded and tame sequence of independent random variables such that $\sum \operatorname{Var}\left(X_{n}\right)=\infty$, then

$$
\mathfrak{c}_{+}=\mathfrak{r}_{+}=\liminf _{N \rightarrow \infty} \frac{1}{V_{N}} \sum_{n=1}^{N} \operatorname{ess} \sup \left(X_{n}-\mathbb{E}\left(X_{n}\right)\right), \quad \mathfrak{c}_{-}=\mathfrak{r}_{-}=\limsup _{N \rightarrow \infty} \frac{1}{V_{N}} \sum_{n=1}^{N} \operatorname{ess} \inf \left(X_{n}-\mathbb{E}\left(X_{n}\right)\right)
$$

Proof Without loss of generality, $\mathbb{E}\left(X_{n}\right)=0$. By symmetry, $\mathfrak{c}_{-}(X, f)=-\mathfrak{c}_{+}(X,-f)$ and $r_{+}(X,-f)=-\mathfrak{r}_{-}(X, f)$. Therefore, it is sufficient to prove the inequalities for $\mathfrak{c}_{+}$.

We claim that $\mathrm{c}_{+} \leq \mathrm{r}_{+}=\liminf _{N \rightarrow \infty} \frac{1}{V_{N}} \sum_{n=1}^{N}$ ess $\sup \left(X_{n}\right)$. The first inequality is valid for general Markov chains (see §7.4); the second follows from the independence of $X_{n}$.

Next we show that $\mathfrak{c}_{+} \geq \mathfrak{r}_{+}$. Since $V_{N} \rightarrow \infty, \mathfrak{c}_{+}>0$, (see Lemma 7.19(2)). Therefore, by what we just proved, $\mathrm{r}_{+}>0$. Fix $0<\delta<\frac{1}{4} \mathrm{r}_{+}$small, and choose some $\delta<z<\mathrm{r}_{+}-3 \delta$. For all large enough $N$, $z V_{N}+\delta V_{N} \leq \sum_{n=1}^{N} \operatorname{ess} \sup \left(X_{n}\right)-\delta V_{N}$, so

$$
\begin{aligned}
& \mathbb{P}\left[S_{N} \geq z V_{N}+\delta V_{N}\right] \geq \mathbb{P}\left[S_{N} \geq \sum_{n=1}^{N} \text { ess } \sup \left(X_{n}\right)-\delta V_{N}\right] \\
& \geq \prod_{i=1}^{N} \mathbb{P}\left[X_{i} \geq \text { ess } \sup \left(X_{i}\right)-\delta \operatorname{Var}\left(X_{i}\right)\right], \text { because } X_{i} \text { are independent. }
\end{aligned}
$$

By the tameness assumption, there exists $0<\eta<1$ independent of $N$ such that

$$
\begin{equation*}
\mathbb{P}\left[S_{N} \geq z V_{N}+\delta V_{N}\right] \geq \eta^{V_{N}} \tag{8.7}
\end{equation*}
$$

Indeed, in case (b), (8.7) is straightforward, and in case (a) we use the inequalities $\mathbb{P}\left[S_{N} \geq z V_{N}+\delta V_{N}\right] \geq \eta_{\delta}^{N}$ and $V_{N} \geq$ const. $N$ for large $N$.

Next, by the CLT, since $z>\delta, \mathbb{P}\left[S_{N} \leq z V_{N}-\delta V_{N}\right] \geq \mathbb{P}\left[S_{N} \leq 0\right] \rightarrow \frac{1}{2}$. So for all $N$ large enough,

$$
\begin{equation*}
\mathbb{P}\left[S_{N} \leq z V_{N}-\delta V_{N}\right] \geq \eta^{V_{N}} \tag{8.8}
\end{equation*}
$$

By (8.7), (8.8) and Theorem 7.30, $z_{N}:=z V_{N} \equiv z V_{N}+\mathbb{E}\left(S_{N}\right)$ is admissible.
As explained in $\S 7.4 .3$, the admissibility of $z_{N}$ means that $z$ is reachable, and therefore $z \in\left[\mathfrak{c}_{-}, \mathfrak{c}_{+}\right]$. In particular, $z \leq \mathfrak{c}_{+}$. Passing to the supremum over $z$ we obtain $\mathfrak{r}_{+}-3 \delta \leq \mathfrak{c}_{+}$. Passing to the limit $\delta \rightarrow 0$, we obtain $\mathfrak{r}_{+} \leq \mathfrak{r}_{+}$.

In the absence of the tameness condition, the identities $\mathfrak{c}_{ \pm}=\mathfrak{r}_{ \pm}$may be false, see Example 7.36. We are not aware of general formulas for $\mathrm{c}_{ \pm}$in such cases.

### 8.3 Homogenous Markov Chains

A Markov chain $\mathrm{X}=\left\{X_{n}\right\}$ is called homogeneous, if its state spaces and transition probabilities do not depend on $n$. In this case we let

$$
\mathfrak{S}_{n}=\mathbb{S}, \quad \pi_{n}(x, \mathrm{~d} y)=\pi(x, \mathrm{~d} y)
$$

An additive functional on a homogeneous Markov chain is called homogeneous, if $\mathrm{f}=\left\{f_{n}\right\}$, where $f_{n}(x, y)=$ $f(x, y)$ for all $n$.

If $f(x, y)=a(x)-a(y)$ with $a: \subseteq \rightarrow \mathbb{R}$ bounded and measurable, then $f$ is called a homogeneous gradient.
A Markov chain is called stationary, if $\left\{X_{n}\right\}$ is a stationary stochastic process: For each $n$, the joint distribution of $\left(X_{1+k}, \ldots, X_{n+k}\right)$ is the same for all $k \geq 0$. Homogeneity and stationarity are closely related:

- Every stationary Markov chain is equal in distribution to a homogeneous Markov chain with state space $\mathfrak{S}:=\bigcap_{n \geq 1} \Im_{n}$, and transition kernel $\pi=\pi_{1} \mid \subseteq$. Moreover, the initial distribution $\mu(E):=\mathbb{P}\left[X_{1} \in E\right]$ must satisfy

$$
\begin{equation*}
\mu(E)=\int \pi(x, E) \mu(\mathrm{d} x) \quad(E \in \mathscr{B}(\mathbb{S})) \tag{8.9}
\end{equation*}
$$

(on the left we have $\mathbb{P}\left[X_{1} \in E\right]$, and on the right $\mathbb{P}\left[X_{2} \in E\right]$ ).

- Conversely, any homogeneous Markov chain with an initial distribution satisfying (8.9) is stationary. To see this iterate (8.9) to see that $\mathbb{P}\left[X_{n} \in E\right]=\mu(E)$ for all $n$, and then use (2.1).
Probability measures satisfying (8.9) are called stationary.
Every homogeneous Markov chain with a finite state space admits a stationary measure, by the PerronFrobenius theorem. Some Markov chains on infinite state spaces, e.g. null recurrent Markov chains, do not have stationary measures. However, if the chain is uniformly elliptic, then a stationary measure always exists:

Lemma 8.8 Let X be a uniformly elliptic homogeneous Markov chain. Then X admits a unique stationary initial distribution.

Proof Fix $x \in \mathbb{S}$, and consider the measure $\mu_{n}$ which describes the distribution of $X_{n}$ given $X_{1}=x$, i.e. $\mu_{n}(\phi)=\mathbb{E}\left(\phi\left(X_{n}\right) \mid X_{1}=x\right)$.

By homogeneity and Proposition 2.13, there is a constant $0<\theta<1$ such that for every bounded measurable $\phi: \subseteq \rightarrow \mathbb{R}$,

$$
\begin{aligned}
& \mu_{n+1}(\phi)=\int \mathbb{E}\left(\phi\left(X_{n+1}\right) \mid X_{2}=y\right) \pi(x, \mathrm{~d} y)=\int \mathbb{E}\left(\phi\left(X_{n}\right) \mid X_{1}=y\right) \pi(x, \mathrm{~d} y) \\
& =\int\left[\mu_{n}(\phi)+O\left(\theta^{n}\right)\right] \pi(x, \mathrm{~d} y)=\mu_{n}(\phi)+O\left(\theta^{n}\right)
\end{aligned}
$$

Necessarily $\left\{\mu_{n}(\phi)\right\}$ is a Cauchy sequence, and $\mu(\phi):=\lim _{n \rightarrow \infty} \mu_{n}(\phi)$ exists for every bounded measurable $\phi$.
Let $\widehat{\mu}$ denote the set function $\widehat{\mu}(E):=\mu\left(1_{E}\right)$. We claim that $\widehat{\mu}$ is $\sigma$-additive. Finite additivity is clear, because $\phi \mapsto \mu(\phi)$ is linear. Next suppose $A$ is a disjoint union of measurable sets $\left\{A_{l}\right\}$. By finite additivity,

$$
\begin{equation*}
\widehat{\mu}(A)=\left[\sum_{l=1}^{L} \widehat{\mu}\left(A_{l}\right)\right]+\widehat{\mu}\left(\bigcup_{l=L+1}^{\infty} A_{l}\right) . \tag{8.10}
\end{equation*}
$$

Let $\epsilon_{0}$ and $v$ be the ellipticity constant and background measure with respect to which our chain satisfies the ellipticity condition. (By definition, $v_{n}$ depends on $n$ but since the chain is homogeneous, $v:=v_{3}$ will work for all $n$.) Applying Proposition 2.8 to $X$ conditioned on $X_{1}=x$, we obtain that $\frac{d \mu_{n}}{d v} \leq \epsilon_{0}^{-1}$ for $n \geq 3$. Hence,

$$
0 \leq \widehat{\mu}\left(\bigcup_{l=L+1}^{\infty} A_{l}\right)=\mu\left(1_{\cup_{l=L+1}^{\infty} A_{l}}\right)=\lim _{n \rightarrow \infty} \mu_{n}\left(1_{\cup_{l=L+1}^{\infty} A_{l}}\right) \leq \epsilon_{0}^{-1} v\left(\bigcup_{l=L+1}^{\infty} A_{l}\right)
$$

Since $v$ is $\sigma$-additive, $\lim _{L \rightarrow \infty} v\left(\bigcup_{l=L+1}^{\infty} A_{l}\right)=0$. It follows that $\lim _{L \rightarrow \infty} \widehat{\mu}\left(\bigcup_{l=L+1}^{\infty} A_{l}\right)=0$. Looking at (8.10), we find that $\widehat{\mu}(A)=\sum_{l=1}^{\infty} \widehat{\mu}\left(A_{l}\right)$. So $\widehat{\mu}$ is a well-defined measure.

A standard approximation argument shows that for any bounded measurable function $\phi, \mu(\phi)=\int \phi \mathrm{d} \widehat{\mu}$. It follows that for every bounded measurable $\phi: \subseteq \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \int \phi \mathrm{~d} \mu_{n}=\int \phi \mathrm{d} \widehat{\mu} \tag{8.11}
\end{equation*}
$$

Take an arbitrary measurable set $E \subset \mathfrak{\subseteq}$, then

$$
\begin{aligned}
& \widehat{\mu}(E)=\mu\left(1_{E}\right)=\lim _{n \rightarrow \infty} \mu_{n}\left(1_{E}\right)=\lim _{n \rightarrow \infty} \mathbb{E}_{x}\left[1_{E}\left(X_{n+1}\right)\right]=\lim _{n \rightarrow \infty} \mathbb{E}_{x}\left[\mathbb{E}\left(1_{E}\left(X_{n+1}\right) \mid X_{n}\right)\right] \\
& =\lim _{n \rightarrow \infty} \iint \pi(y, \mathrm{~d} z) 1_{E}(z) \mu_{n}(\mathrm{~d} y)=\lim _{n \rightarrow \infty} \int \pi(y, E) \mu_{n}(\mathrm{~d} y) \stackrel{!}{=} \int \pi(y, E) \widehat{\mu}(\mathrm{d} y)
\end{aligned}
$$

see (8.11). This proves that $\hat{\mu}$ is stationary. So a stationary measure exists.
Suppose $\widetilde{\mu}$ is another stationary measure, and let $\left\{\widetilde{X}_{n}\right\}$ denote the Markov chain with initial distribution $\widetilde{\mu}$ and transition kernel $\pi$. This chain is stationary.

Hence $\widetilde{\mu}(\phi)=\mathbb{E}\left(\phi\left(\widetilde{X}_{1}\right)\right)=\mathbb{E}\left(\phi\left(\widetilde{X}_{n}\right)\right)=\int \mathbb{E}\left(\phi\left(X_{n}\right) \mid X_{1}=y\right) \widetilde{\mu}(\mathrm{d} y)$ for all $n$. By (2.11),

$$
\widetilde{\mu}(\phi)=\lim _{n \rightarrow \infty} \int \mathbb{E}\left(\phi\left(X_{n}\right) \mid X_{1}=y\right) \widetilde{\mu}(\mathrm{d} y)=\lim _{n \rightarrow \infty} \int\left[\mu_{n}(\phi)+O\left(\theta^{n}\right)\right] \widetilde{\mu}(\mathrm{d} y)=\mu(\phi)
$$

So the stationary measure is unique.
We will now discuss the LLT for uniformly elliptic homogeneous Markov chains. Nagaev gave the first proof of this result (in the regime of local deviations). His proof is described in a special case, in the next section. Nagaev's proof is homogeneous in character; Here we will explain how to deduce the result from the inhomogeneous theory we developed in the previous chapters.

We will always assume that the chain is equipped with its unique stationary initial distribution, given by the previous lemma. Non-stationary uniformly elliptic homogeneous chains are "asymptotically homogeneous" in the sense of $\S 8.5$, and will be discussed there.

Theorem 8.9 Let f denote an a.s. uniformly bounded homogeneous additive functional on a uniformly elliptic stationary homogeneous Markov chain X .
(1) Asymptotic Variance: The limit $\sigma^{2}=\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Var}\left(S_{N}\right)$ exists, and $\sigma^{2}=0$ iff $f$ is the a.s. sum of a homogeneous gradient and a constant.
(2) CLT: If $\sigma^{2}>0$, then $\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{N}}$ converges in probability as $N \rightarrow \infty$ to the Gaussian distribution with mean zero and variance $\sigma^{2}$.
(3) LLT: If $\sigma^{2}>0$ then exactly one of the following options holds:
(a) $G_{\text {ess }}(X, f)=\mathbb{R}$. In this case, if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{N}} \rightarrow z$, then for every interval $(a, b)$,

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} /\left(2 \sigma^{2}\right)}}{\sqrt{2 \pi \sigma^{2} N}}(b-a), \text { as } N \rightarrow \infty
$$

(b) $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ with $t>0$. In this case, there are $\kappa \in \mathbb{R}$ and a bounded measurable function $a: \subseteq \rightarrow \mathbb{R}$ such that

$$
f\left(X_{1}, X_{2}\right)+a\left(X_{1}\right)-a\left(X_{2}\right)+\kappa \in t \mathbb{Z} \text { a.s. }
$$

Proof. Let $V_{N}:=\operatorname{Var}\left(S_{N}\right)$ and $f_{k}:=f\left(X_{k}, X_{k+1}\right)$, and assume without loss of generality that $\mathbb{E}\left[f\left(X_{1}, X_{2}\right)\right]=0$. By stationarity, $\mathbb{E}\left(f_{n}\right)=0$ for all $n$.
Proof of Part (1): $V_{N}=\mathbb{E}\left(S_{N}^{2}\right)=\sum_{n=1}^{N} \mathbb{E}\left(f_{n}^{2}\right)+2 \sum_{1 \leq m<n \leq N} \mathbb{E}\left(f_{n} f_{m}\right)$. By stationarity, $\mathbb{E}\left(f_{n} f_{m}\right)=\mathbb{E}\left(f_{0} f_{n-m}\right)$, so

$$
\frac{1}{N} V_{N}=\mathbb{E}\left(f_{0}^{2}\right)+2 \sum_{k=1}^{N-1} \mathbb{E}\left(f_{0} f_{k}\right)\left(1-\frac{k}{N}\right)
$$

$\left|\mathbb{E}\left(f_{0} f_{m}\right)\right|$ decays exponentially (Prop. 2.13), so $\sum\left|\mathbb{E}\left(f_{0} f_{k}\right)\right|<\infty$, whence

$$
\begin{equation*}
\sigma^{2}:=\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Var}\left(S_{N}\right)=\mathbb{E}\left(f_{0}^{2}\right)+2 \sum_{k=1}^{\infty} \mathbb{E}\left(f_{0} f_{k}\right) \tag{8.12}
\end{equation*}
$$

(This identity for $\sigma^{2}$ is called the Green-Kubo formula. Note that had $f_{n}\left(X_{n}, X_{n+1}\right)$ been uncorrelated, then $\operatorname{Var}\left(S_{N}\right)$ would have been trivially equal to $N \mathbb{E}\left(f_{0}^{2}\right)$. The term $\sum_{k=1}^{\infty} \mathbb{E}\left(f_{0} f_{k}\right)$ is the correction needed for the dependent case.)

Let $u_{n}$ denote the structure constants of (X,f). The stationarity assumption implies that $u_{n}$ is independent of $n$, say $u_{n}=u$ for all $n$. It follows that $U_{N} \equiv u_{3}^{2}+\cdots+u_{N}^{2}=(N-2) u^{2}$. Now we have two cases:

- $u>0$ : In this case by Theorem 3.7, $V_{N} \asymp U_{N} \asymp N$, whence $\sigma^{2}>0$.
- $u=0$ : In this case, $\operatorname{Var}\left(S_{N}\right)=O(1)$ by Theorem 3.7, whence $\sigma^{2}=0$ and f is center-tight. By the gradient lemma (Lemma 3.14),

$$
f\left(X_{1}, X_{2}\right)=a_{2}\left(X_{2}\right)-a_{1}\left(X_{1}\right)+\kappa
$$

for some $a_{1}, a_{2}: \subseteq \rightarrow \mathbb{R}$ bounded and measurable and $\kappa \in \mathbb{R}$. In the homogeneous case, we may take $a_{1} \equiv a_{2}$, see (3.6) in the proof of the gradient lemma. So $f\left(X_{1}, X_{2}\right)=a\left(X_{2}\right)-a\left(X_{1}\right)+\kappa$ a.s.

Part (2) follows from Dobrushin's CLT (Theorem 3.10).
Proof of Part (3): By stationarity, the structure constants $d_{n}(\xi)$ are independent of $n$, and they are all equal to $d(\xi):=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma}-1\right|^{2}\right)^{1 / 2}$, where $\Gamma$ is the balance of a random hexagon at position 3. So $D_{N}(\xi)=\sum_{k=3}^{N} d_{k}^{2}(\xi)=$ $(N-2) d^{2}(\xi)$.

If $d(\xi) \neq 0$ for all $\xi \neq 0$, then $D_{N}(\xi) \rightarrow \infty$ for all $\xi \neq 0$, and $H(\mathrm{X}, \mathrm{f})=\{0\}$. By Theorem 4.4. $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$ and $f$ is irreducible. The non-lattice LLT now follows from Theorem 5.1.

If $d(\xi)=0$ for some $\xi \neq 0$, then $D_{N}(\xi)=0$ for all $N, \xi$ is in the co-range of $(\mathrm{X}, \mathrm{f})$, and the reduction lemma says that there exist $\kappa_{n} \in \mathbb{R}$ and uniformly bounded measurable $a_{n}: \subseteq \rightarrow \mathbb{R}$ and $h_{n}\left(X_{n}, X_{n+1}\right)$ such that $\sum h_{n}\left(X_{n}, X_{n+1}\right)$ converges a.s., and $f\left(X_{n}, X_{n+1}\right)+a_{n}\left(X_{n}\right)-a_{n+1}\left(X_{n+1}\right)+h_{n}\left(X_{n}, X_{n+1}\right)+\kappa_{n} \in \frac{2 \pi}{\xi} \mathbb{Z}$ a.s.

Let $A_{n}\left(X_{n}, X_{n+1}, \ldots\right):=a_{n}\left(X_{n}\right)+\sum_{k \geq n} h_{k}\left(X_{k}, X_{k+1}\right)$. Then for all $n$

$$
\begin{equation*}
f_{n}\left(X_{n}, X_{n+1}\right)+A_{n}\left(X_{n}, X_{n+1}, \ldots\right)-A_{n+1}\left(X_{n+1}, X_{n+2}, \ldots\right)+\kappa_{n} \in \frac{2 \pi}{\xi} \mathbb{Z} \text { a.s. } \tag{8.13}
\end{equation*}
$$

To finish the proof, we need to replace $A_{i}\left(X_{i}, X_{i+1}, \ldots\right)$ by functions of the form $a\left(X_{i}\right)$. This is the purpose of the following proposition:

Proposition 8.10 Let X be a uniformly elliptic stationary homogeneous Markov chain with state space $(\mathbb{G}, \mathscr{B})$. Let $f: \mathbb{S} \times \mathfrak{S} \rightarrow \mathbb{R}$ be a measurable function such that ess sup $\left|f\left(X_{1}, X_{2}\right)\right|<\infty$. If there are measurable functions $A_{n}: \mathbb{S}^{\mathbb{N}} \rightarrow \mathbb{R}$ and $\kappa_{n} \in \mathbb{R}$ satisfying (8.13), then there are $\kappa \in \mathbb{R}$ and a measurable $a: \subseteq \rightarrow \mathbb{R}$ s.t.

$$
f\left(X_{n}, X_{n+1}\right)+a\left(X_{n}\right)-a\left(X_{n+1}\right)+\kappa \in \frac{2 \pi}{\xi} \mathbb{Z} \text { a.s. for all } n .
$$

Proof We assume for notational simplicity that $\xi=2 \pi$.
Let $\Omega:=\Im^{\mathbb{N}}$, equipped with the $\sigma$-algebra $\mathscr{F}$ generated by the cylinder sets

$$
\left[A_{1}, \ldots, A_{n}\right]:=\left\{x \in \mathbb{S}^{\mathbb{N}}: x_{i} \in A_{i}(i=1, \ldots, n)\right\}\left(A_{i} \in \mathscr{B}(\mathbb{S})\right)
$$

Let $m$ be the probability measure on $(\Omega, \mathscr{F})$ defined by

$$
m\left[A_{1}, \ldots, A_{n}\right]=\mathbb{P}\left[X_{1} \in A_{1}, \ldots, X_{n} \in A_{n}\right]
$$

Let $\sigma: \Omega \rightarrow \Omega$ denote the left-shift map, $\sigma\left[\left(x_{n}\right)_{n \geq 1}\right]=\left(x_{n+1}\right)_{n \geq 1}$. The stationarity of X translates to the shift invariance of $m: m \circ \sigma^{-1}=m$.
Step 1 (Zero-One Law): Let $\sigma^{-n} \mathscr{F}:=\left\{\sigma^{-n}(A): A \in \mathscr{F}\right\}$, then for every $A \in \bigcap_{n \geq 1} \sigma^{-n} \mathscr{F}$, either $m(A)=0$ or $m(A)=1$.
Proof of the Step. Fix a cylinder $A:=\left[A_{1}, \ldots, A_{\ell}\right]$.
By uniform ellipticity, for every cylinder $B=\left[B_{1}, \ldots, B_{N}\right]$,

$$
m\left(A \cap \sigma^{-(\ell+1)} B\right)=m\left(\left[A_{1}, \ldots, A_{\ell}, *, B_{1}, \ldots, B_{N}\right]\right) \geq \epsilon_{0} m(A) m(B)
$$

Applying this to the cylinders $B=\left[\Im, \ldots, \Im, C_{1}, \ldots, C_{n}\right]$, we find that

$$
m\left(A \cap \sigma^{-(\ell+k)}\left[C_{1}, \ldots, C_{n}\right]\right) \geq \epsilon_{0} m(A) m\left[C_{1}, \ldots, C_{n}\right] \text { for all } k \geq 1
$$

Since this holds for all $C_{i} \in \mathscr{B}(\mathfrak{S})$, we have by the monotone class theorem that

$$
\begin{equation*}
m\left(A \cap \sigma^{-(\ell+k)} E\right) \geq \epsilon_{0} m(A) m(E) \text { for every } \mathscr{F} \text {-measurable } E \text { and } k \geq 1 \tag{8.14}
\end{equation*}
$$

Suppose $E \in \bigcap_{k \geq 1} \sigma^{-n} \mathscr{F}$, and let $A$ be an arbitrary cylinder of length $\ell$. By the assumption on $E, E=\sigma^{-n} E_{n}$ with $E_{n} \in \mathscr{F}$ and $n>\ell$. So

$$
m(A \cap E)=m\left(A \cap \sigma^{-n} E_{n}\right) \geq \epsilon_{0} m(A) m\left(E_{n}\right)=\epsilon_{0} m(A) m(E)
$$

We see that $m(E \mid A) \equiv \frac{m(A \cap E)}{m(A)} \geq \epsilon_{0} m(E)$ for all cylinders $A$. So

$$
\mathbb{E}\left(1_{E} \mid X_{1}, \ldots, X_{\ell}\right) \geq \epsilon_{0} m(E) \text { for all } \ell
$$

and by the martingale convergence theorem, $1_{E} \geq \epsilon_{0} m(E)$ a.e. So $m(E)=0$ or 1 .
Step 2: Identify $f$ with a function $f: \Omega \rightarrow \mathbb{R}$ s.t. $f\left[\left(x_{i}\right)_{i \geq 1}\right]=f\left(x_{1}, x_{2}\right)$. Then there exist $A: \Omega \rightarrow \mathbb{R}$ measurable and $\kappa \in \mathbb{R}$ s.t. $f+A-A \circ \sigma+\kappa \in \mathbb{Z}$ almost surely.
Proof of the Step. The assumptions of the proposition say that there exist $A_{n}: \Omega \rightarrow \mathbb{R}$ measurable and $\kappa_{n} \in \mathbb{R}$ s.t.

$$
f \circ \sigma^{n}+A_{n} \circ \sigma^{n}-A_{n+1} \circ \sigma^{n+1}+\kappa_{n} \in \mathbb{Z} m \text {-a.e. for every } n .
$$

Let $w_{n}:=\mathrm{e}^{2 \pi \mathrm{i} A_{n}}$ and $c_{n}:=\mathrm{e}^{-2 \pi \mathrm{i} \kappa_{n}}$, then $\mathrm{e}^{2 \pi \mathrm{i} f \circ \sigma^{n}} \frac{w_{n} \circ \sigma^{n}}{w_{n+1} \circ \sigma^{n+1}}=c_{n} m$-a.s. Since $m \circ \sigma^{-1}=m$, we get $\mathrm{e}^{2 \pi \mathrm{i} f} \frac{w_{n}}{w_{n+1} \circ \sigma}=c_{n} m$-almost everywhere. So

$$
\begin{aligned}
w_{n} & =c_{n} \mathrm{e}^{-2 \pi \mathrm{i} f} w_{n+1} \circ \sigma=c_{n} c_{n+1} \mathrm{e}^{-2 \pi \mathrm{i}(f+f \circ \sigma)} w_{n+2} \circ \sigma^{2} \\
& =\cdots=c_{n} \cdots c_{n+k-1} \mathrm{e}^{-2 \pi \mathrm{i} \sum_{j=0}^{k-1} f \circ \sigma^{j}} w_{n+k} \circ \sigma^{k} .
\end{aligned}
$$

Dividing the identities for $w_{n}$ and $w_{n+1}$ (with the same $k$ ), we obtain,

$$
w_{n} / w_{n+1}=\left(c_{n} / c_{n+k}\right)\left(w_{n+k} / w_{n+k+1}\right) \circ \sigma^{k} \text { for all } k
$$

Hence $w_{n} / w_{n+1}$ is $\sigma^{-k} \mathscr{F}$-measurable for all $k$. By the zero-one law, $w_{n} / w_{n+1}$ is constant almost surely. In particular, there exists a constant $c$ such that $A_{2}-A_{1} \in c+\mathbb{Z} m$-a.e., and the step follows with $A:=A_{1}$ and $\kappa:=\kappa_{1}-c$.
Step 3: There exists $a: \Omega \rightarrow \mathbb{R}$ constant on cylinders of length one such that $f+a-a \circ \sigma+\kappa \in \mathbb{Z}$ m-a.e.
Proof of the Step. The transfer operator of $\sigma: \Omega \rightarrow \Omega$ is the operator $L: L^{1}(\Omega) \rightarrow L^{1}(\Omega)$ which describes the action of $\sigma$ on mass densities on $\Omega: \sigma_{*}[\varphi \mathrm{~d} \mu]=L \varphi \mathrm{~d} \mu$. Formally, $L \varphi:=\frac{\mathrm{d} m_{\varphi} \circ \sigma^{-1}}{\mathrm{~d} m}$, where $m_{\varphi}:=\varphi \mathrm{d} m$. We will need the following facts:
(a) If $\varphi$ depends only on the first $m$-coordinates, then $L \varphi$ depends only on the first $(m-1) \vee 1$-coordinates. Specifically, $(L \varphi)\left[\left(y_{i}\right)_{i \geq 1}\right]=\Phi\left(y_{1}, \ldots, y_{m-1}\right)$ where

$$
\Phi\left(y_{1}, \ldots, y_{m-1}\right):=\mathbb{E}\left[\varphi\left(X_{1}, \ldots, X_{m}\right) \mid X_{i+1}=y_{i}(1 \leq i \leq m-1)\right] ;
$$

(b) $L \varphi$ is characterized by the condition $\int \psi L \varphi \mathrm{~d} m=\int \psi \circ \sigma \varphi \mathrm{d} m \forall \psi \in L^{\infty}$ (©);
(c) $L(\varphi \psi \circ \sigma)=\psi L \varphi \forall \varphi \in L^{1}, \psi \in L^{\infty}$;
(d) $L 1=1$;
(e) $\forall \varphi \in L^{\infty}, L^{n} \varphi \underset{n \rightarrow \infty}{\longrightarrow} \int \varphi \mathrm{~d} m$ in $L^{1}$.

Part (b) is standard. Parts (c) and (d) follow from (b) and the $\sigma$-invariance of $m$. Part (a) follows from (b), and the following chain of identities:

$$
\begin{aligned}
& \int \psi L \varphi \mathrm{~d} m=\int \psi \mathrm{d} m_{\varphi} \circ \sigma^{-1}=\int \psi \circ \sigma \varphi \mathrm{d} m=\mathbb{E}\left[\psi\left(X_{2}, X_{3}, \ldots\right) \varphi\left(X_{1}, \ldots, X_{m}\right)\right] \\
& =\mathbb{E}\left(\psi\left(X_{2}, X_{3}, \ldots\right) \mathbb{E}\left[\varphi\left(X_{1}, \ldots, X_{m}\right) \mid X_{i}, i \geq 2\right]\right) \\
& \stackrel{!}{=} \mathbb{E}\left(\psi\left(X_{2}, X_{3}, \ldots\right) \mathbb{E}\left[\varphi \mid X_{2}, \ldots, X_{m}\right]\right) \stackrel{!}{=} \int \psi \Phi \mathrm{d} m .
\end{aligned}
$$

The first marked equality is a standard calculation; the second uses stationarity.
Part (e) can be proved using the following argument of M. Lin. It is enough to consider $\varphi \in L^{\infty}$ such that $\int \varphi \mathrm{d} m=0$.

For such functions,

$$
\begin{aligned}
& \left\|L^{n} \varphi\right\|_{1}=\int \operatorname{sgn}\left(L^{n} \varphi\right) L^{n} \varphi \mathrm{~d} m=\int \operatorname{sgn}\left(L^{n} \varphi\right) \circ \sigma^{n} \cdot \varphi \mathrm{~d} m \\
& =\int \operatorname{sgn}\left(L^{n} \varphi\right) \circ \sigma^{n} \mathbb{E}\left(\varphi \mid \sigma^{-n} \mathscr{F}\right) \mathrm{d} m \leq \int\left|\mathbb{E}\left(\varphi \mid \sigma^{-n} \mathscr{F}\right)\right| \mathrm{d} m .
\end{aligned}
$$

$\mathbb{E}\left(\varphi \mid \sigma^{-n} \mathscr{F}\right)$ is uniformly bounded (by $\left.\|\varphi\|_{\infty}\right)$, and by the martingale convergence theorem, it converges a.e. to

$$
\mathbb{E}\left(\varphi \mid \bigcap_{n=1}^{\infty} \sigma^{-n} \mathscr{F}\right) \stackrel{!}{=} \mathbb{E}(\varphi \mid\{\varnothing, \Omega\})=\mathbb{E}(\varphi)=0 .
$$

The marked equality relies on the zero-one law.
Let $w:=\mathrm{e}^{2 \pi \mathrm{i} A}$ where $A: \Omega \rightarrow \mathbb{R}$ is as in step 2 , and assume w.l.o.g. that $\kappa=0$ (else absorb it into $f$ ). Set $S_{n}=f+f \circ \sigma+\cdots+f \circ \sigma^{n-1}$, then $\mathrm{e}^{-2 \pi \mathrm{i} f}=w / w \circ \sigma$, whence $\mathrm{e}^{-2 \pi \mathrm{i} S_{n}}=w / w \circ \sigma^{n}$. By (c) and (e), for all $\varphi \in L^{1}(\Omega)$,

$$
w L^{n}\left(\mathrm{e}^{-2 \pi \mathrm{i} S_{n}} \varphi\right)=L^{n}\left(\mathrm{e}^{-2 \pi \mathrm{i} \mathrm{~S}_{n}} w \circ \sigma^{n} \varphi\right)=L^{n}(w \varphi) \xrightarrow[n \rightarrow \infty]{L^{1}} \int w \varphi \mathrm{~d} m .
$$

Since $|w|=1$ a.e., $\exists m \geq 2$ and $\exists \varphi=\varphi\left(x_{1}, \ldots, x_{m}\right)$ bounded measurable so that $\int w \varphi \mathrm{~d} m \neq 0$. For this $\varphi$, we have

$$
w^{-1}=\lim _{n \rightarrow \infty} \frac{L^{n}\left(\mathrm{e}^{-2 \pi \mathrm{i} S_{n}} \varphi\right)}{\int w \varphi \mathrm{~d} m} \text { in } L^{1} .
$$

We claim that the right-hand-side depends only on the first coordinate. This is because $\mathrm{e}^{-2 \pi \mathrm{if}} \varphi$ is function of the first $m$ coordinates, whence by (a), $L\left(\mathrm{e}^{-2 \pi \mathrm{if}} \varphi\right.$ ) is a function of the first $(m-1) \vee 1$ coordinates. Applying this argument again we find that $L^{2}\left(\mathrm{e}^{-2 \pi \mathrm{i} S_{2}} \varphi\right)=L\left[\mathrm{e}^{-2 \pi \mathrm{i} f} L\left(\mathrm{e}^{-2 \pi \mathrm{i} f} \varphi\right)\right]$ is a function of the first $(m-2) \vee 1$ coordinates. Continuing by induction, we find that $L^{n}\left(\mathrm{e}^{-2 \pi \mathrm{i} S_{n}} \varphi\right)$ is a function of $(m-n) \vee 1$-coordinates, and eventually only of the first coordinate.

Since $w^{-1}$ is an $L^{1}$-limit of a functions of the first coordinate, $w$ is equal a.e. to a function of the first coordinate. Write $w\left[\left(x_{i}\right)_{i \geq 1}\right]=\exp \left[2 \pi \mathrm{i} a\left(x_{1}\right)\right]$ a.e.

By construction $\mathrm{e}^{2 \pi \mathrm{if}} w / w \circ \sigma=1$, so $f\left(X_{1}, X_{2}\right)+a\left(X_{1}\right)-a\left(X_{2}\right) \in \mathbb{Z}$ a.s. By stationarity, $f\left(X_{n}, X_{n+1}\right)+$ $a\left(X_{n}\right)-a\left(X_{n+1}\right) \in \mathbb{Z}$ a.s. for all $n$.

We now consider the LLT for large deviations. Given the work done in Chapter 7, what remains to be done is to determine the large deviations thresholds $\mathfrak{c}_{ \pm}$.

Lemma 8.11 Let f be an a.s. uniformly bounded homogeneous additive functional on a uniformly elliptic stationary homogeneous Markov chain, and assume the asymptotic variance $\sigma^{2}$ is strictly positive. Then the positivity thresholds $\mathfrak{r}_{ \pm}$satisfy

$$
\mathfrak{r}_{-}=\lim _{N \rightarrow \infty} \frac{\operatorname{ess} \inf \left[S_{N}-\mathbb{E}\left(S_{N}\right)\right]}{\sigma^{2} N}, \mathfrak{r}_{+}:=\lim _{N \rightarrow \infty} \frac{\operatorname{ess} \sup \left[S_{N}-\mathbb{E}\left(S_{N}\right)\right]}{\sigma^{2} N}
$$

Proof Let $a_{n}:=$ ess $\sup \left[S_{n}-\mathbb{E}\left(S_{n}\right)\right]$. By stationarity,

$$
a_{n+m} \leq a_{n}+a_{m}
$$

therefore $\lim \left(a_{n} / n\right)$ exists. By Theorem 8.9, $V_{N} \sim \sigma^{2} N$, and the formula for $\mathfrak{r}_{+}$follows. The formula for $\mathrm{r}_{-}$ follows by symmetry, by considering ( $\mathrm{X},-\mathrm{f}$ ).

Theorem 8.12 Let f be an a.s. bounded homogeneous additive functional on a uniformly elliptic stationary homogeneous Markov chain. If f is not the a.s. sum of a homogeneous gradient and a constant, then ( $\mathrm{X}, \mathrm{f}$ ) has full large deviations regime: $\mathfrak{c}_{ \pm}=\mathfrak{r}_{ \pm}$.

Proof Let $f_{n}:=f\left(X_{n}, X_{n+1}\right)$. Subtracting a constant from $f$, we can arrange $\mathbb{E}\left[f\left(X_{1}, X_{2}\right)\right]=0$. By stationarity, $\mathbb{E}\left(f_{n}\right)=0$ and $\mathbb{E}\left(S_{N}\right)=0$ for all $n, N$.

By the assumptions of the theorem, the asymptotic variance $\sigma^{2}$ is positive. Without loss of generality, $\sigma^{2}=1$. This can always be achieved by replacing $f$ by $f / \sigma$.

We will prove that $\mathfrak{c}_{+}=\mathfrak{r}_{+}$. The inequality $\mathfrak{c}_{+} \leq \mathfrak{r}_{+}$is always true, so we focus on $\mathfrak{c}_{+} \geq \mathfrak{r}_{+}$. By Lemma 8.11, for every $\varepsilon>0$, for all sufficiently large $M$,

$$
\delta_{M}:=\mathbb{P}\left[S_{M} \geq\left(\mathrm{r}_{+}-\varepsilon\right) M\right]>0 .
$$

Let $K:=\operatorname{ess} \sup |f| . S_{\ell(M+2)}=S_{M}+\left(f_{M+1}+f_{M+2}\right)+\sum_{k=(M+2)+1}^{\ell(M+2)} f_{k}$, so

$$
\begin{aligned}
& \mathbb{P}\left[S_{\ell(M+2)} \geq \ell M\left(\mathfrak{r}_{+}-\varepsilon\right)-2 \ell K\right] \\
& \geq \mathbb{P}\left[S_{M} \geq M\left(\mathfrak{r}_{+}-\epsilon\right) \text { and } \sum_{k=1}^{(\ell-1)(M+2)} f_{(M+2)+k} \geq(\ell-1) M\left(\mathfrak{r}_{+}-\epsilon\right)-2(\ell-1) K\right] .
\end{aligned}
$$

We now appeal to (8.14): Let $\sigma\left(X_{i}, \ldots, X_{j}\right)$ denote the $\sigma$-field generated by $X_{i}, \ldots, X_{j}$. If $E \in \sigma\left(X_{1}, \ldots, X_{M+1}\right)$ and $F \in \sigma\left(X_{M+3}, \ldots, X_{\ell(M+2)+1}\right)$, then $\mathbb{P}[E \cap F] \geq \epsilon_{0} \mathbb{P}(E) \mathbb{P}(F)$. Thus by stationarity,

$$
\begin{aligned}
& \mathbb{P}\left[S_{\ell(M+2)} \geq \ell M\left(\mathfrak{r}_{+}-\varepsilon\right)-2 \ell K\right] \\
& \geq \epsilon_{0} \delta_{M} \times \mathbb{P}\left[S_{(\ell-1)(M+2)} \geq(\ell-1) M\left(\mathrm{r}_{+}-\varepsilon\right)-2(\ell-1) K\right] \\
& \geq\left(\epsilon_{0} \delta_{M}\right)^{2} \times \mathbb{P}\left[S_{(\ell-2)(M+2)} \geq(\ell-2) M\left(\mathrm{r}_{+}-\varepsilon\right)-2(\ell-2) K\right] \geq \cdots \geq\left(\epsilon_{0} \delta_{M}\right)^{\ell} .
\end{aligned}
$$

Rearranging terms, we see that for all $\ell$ sufficiently large,

$$
\mathbb{P}\left[S_{\ell(M+2)} \geq \ell(M+2)\left(\frac{M}{M+2}\left(\mathrm{r}_{+}-\varepsilon\right)-\frac{2 K}{M+2}\right)\right] \geq\left[\left(\epsilon_{0} \delta_{M}\right)^{\frac{1}{M+2}}\right]^{\ell(M+2)}
$$

Recall that $M$ is chosen after the choice of $\varepsilon$ and $K$. So we may take $M$ so large that $\frac{M}{M+2}\left(\left(\mathfrak{r}_{+}-\varepsilon\right)-\frac{2 K}{M+2}\right) \geq$ $\mathrm{r}_{+}-2 \varepsilon$. Let $\eta:=\left(\epsilon_{0} \delta_{M}\right)^{\frac{2}{M+2}}$, then

$$
\mathbb{P}\left[S_{\ell(M+2)} \geq \ell(M+2)\left(\mathfrak{r}_{+}-2 \varepsilon\right)\right] \geq \eta^{\frac{1}{2} \ell(M+2)} .
$$

Next, for all $\ell$ sufficiently large, for all $N \in[\ell(M+2),(\ell+1)(M+2))$, we have $S_{N} \geq S_{\ell(M+2)}-K(M+2)$. Therefore, for all $N$ sufficiently large,

$$
\begin{equation*}
\mathbb{P}\left[S_{N} \geq N\left(\mathrm{r}_{+}-3 \varepsilon\right)+\varepsilon V_{N}\right] \geq \eta^{\frac{1}{2} N} \stackrel{!}{\geq} \eta^{V_{N}}, \text { because } V_{N} \sim \sigma^{2} N=N \tag{8.15}
\end{equation*}
$$

Theorem 7.26 says that $\mathfrak{c}_{+}>0$, so $\mathfrak{r}_{+} \geq \mathfrak{c}_{+}>0$. If $\varepsilon<r_{+} / 4$, then by the CLT,

$$
\begin{equation*}
\mathbb{P}\left[S_{N} \leq N\left(\mathfrak{r}_{+}-3 \varepsilon\right)-\varepsilon V_{N}\right] \geq \mathbb{P}\left[S_{N} \leq 0\right] \sim \frac{1}{2} \geq \eta^{V_{N}} \tag{8.16}
\end{equation*}
$$

Looking at (8.15), (8.16) and Theorem 7.30, we deduce that $z_{N}:=N\left(\mathrm{r}_{+}-3 \varepsilon\right)$ is admissible. By Theorem 7.8, $\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]$ satisfy the LLT for large deviations, and by Theorem 7.26, $\mathrm{r}_{+}-3 \varepsilon=\lim _{N \rightarrow \infty} \frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \in$ $\left[c_{-}, \mathfrak{c}_{+}\right]$. So $r_{+} \leq \mathfrak{c}_{+}+3 \varepsilon$. Since $\varepsilon$ was arbitrary, $\mathfrak{c}_{+} \geq \mathfrak{r}_{+}$. Thus $\mathfrak{c}_{+}=\mathfrak{r}_{+}$.

By symmetry, $c_{-}(X, f)=-\mathfrak{c}_{+}(X,-f)=-r_{+}(X,-f)=r_{-}(X, f)$.

## *8.4 One-Step Homogeneous Additive Functionals in $L^{2}$

In this work we focus on bounded functionals on two-step uniformly elliptic Markov chains. We will now deviate from this convention, and consider unbounded homogeneous additive functionals with finite variance, on stationary homogeneous Markov chains with the one-step uniform ellipticity condition:

$$
\pi(x, \mathrm{~d} y)=p(x, y) \mu(\mathrm{d} y), \epsilon_{0} \leq p(x, y) \leq \epsilon_{0}^{-1}, \mu(E)=\mathbb{P}\left[X_{n} \in E\right]
$$

There is an obvious overlap with the setup of the previous section, but we will give a very different proof of the local limit theorem. This proof, due to Nagaev, is specific to the homogeneous case. But its ideas are of such importance, that we decided to include it, despite its definite homogeneous character.

For simplicity, we will restrict our attention to one-step additive functionals $f(x, y)=f(x)$, i.e. $S_{N}=$ $f\left(X_{1}\right)+f\left(X_{2}\right)+\cdots+f\left(X_{N}\right)$. The "one-step" assumptions on X and f are not essential, but the one-step theory has special appeal, because it enables a more explicit characterization of the cases when $\sigma^{2}=0$ or $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$. Specifically, no gradient terms are needed, as in Theorem 8.9.

Theorem 8.13 (Nagaev) Let $\mathfrak{f}: \subseteq \mathbb{R}$ denote a one-step square integrable homogeneous additive functional, on a stationary homogeneous Markov chain X with the one-step ellipticity condition.
(1) Asymptotic Variance: The limit $\sigma^{2}=\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Var}\left(S_{N}\right)$ exists, and $\sigma^{2}=0$ iff $f$ is equal a.s. to a constant.
(2) CLT: If $\sigma^{2}>0$, then $\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{N}}$ converges in probability as $N \rightarrow \infty$ to the Gaussian distribution with mean zero and variance $\sigma^{2}$.
(3) LLT: If $\sigma^{2}>0$, then one of the two statements holds:
(a) $\nexists c, t \in \mathbb{R}$ such that $f\left(X_{1}\right) \in c+t \mathbb{Z}$ a.s. In this case, if $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{N}} \rightarrow z$, then for every non-empty interval $(a, b)$,

$$
\mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} /\left(2 \sigma^{2}\right)}}{\sqrt{2 \pi \sigma^{2} N}}(b-a) \text {, as } N \rightarrow \infty
$$

(b) $\exists t>0$ maximal and $c \in \mathbb{R}$ such that $f\left(X_{1}\right) \in c+t \mathbb{Z}$ a.s. In this case, if $z_{N} \in c+t \mathbb{Z}$ and $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{N}} \rightarrow z$, then for every $k \in \mathbb{Z}$,

$$
\mathbb{P}\left[S_{N}-z_{N}=k t\right]=[1+o(1)] \frac{t \mathrm{e}^{-z^{2} /\left(2 \sigma^{2}\right)}}{\sqrt{2 \pi \sigma^{2} N}}, \text { as } N \rightarrow \infty .
$$

The proof of this theorem is given in the following sections.

## Asymptotic Variance and Irreducibility.

Proposition 8.14 Suppose $X$ is a stationary homogeneous Markov chain with the one-step ellipticity condition. Let $f$ be a one-step square integrable homogeneous additive functional, and set $S_{n}=f\left(X_{1}\right)+\cdots+f\left(X_{n}\right)$.
(1) The limit $\sigma^{2}=\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Var}\left(S_{N}\right)$ exists, is finite, and

$$
\sigma^{2}=\operatorname{Var}\left[f\left(X_{1}\right)\right]+2 \sum_{n=1}^{\infty} \operatorname{Cov}\left(f\left(X_{1}\right), f\left(X_{n+1}\right)\right)
$$

(2) $\sigma^{2}=0$ iff $f\left(X_{1}\right)$ is constant almost surely.

Proof Part (1) is proved exactly as in the case of bounded additive functionals, but using (2.13) instead of (2.11). If $f\left(X_{1}\right)$ is constant, then $f\left(X_{n}\right)$ is constant for all $n$ by stationary, and $\sigma^{2}=0$. We now suppose $\sigma^{2}=0$, and prove that $f\left(X_{1}\right)$ is constant a.e.

Without loss of generality, $\mathbb{E}\left[f\left(X_{1}\right)\right]=0$ (otherwise subtract a constant from $f$ ).
Let $\mathfrak{S}$ denote the state space of $X$, equipped with the (stationary) initial distribution of $X_{1}$, and define an operator $\mathcal{L}: L^{2}(\mathfrak{\Im}) \rightarrow L^{2}(\mathfrak{\Im})$ by

$$
(\mathcal{L} \varphi)(x):=\int_{\mathscr{S}} \varphi(y) p(x, y) \mu(\mathrm{d} y)=\mathbb{E}\left[\varphi\left(X_{2}\right) \mid X_{1}=x\right]
$$

It is not difficult to see, by induction, that $\left(\mathcal{L}^{n} \varphi\right)(x)=\mathbb{E}\left[\varphi\left(X_{n+1}\right) \mid X_{1}=x\right]$. Let

$$
\psi(x):=\sum_{n=0}^{\infty}\left(\mathcal{L}^{n} f\right)(x)=\sum_{n=0}^{\infty} \mathbb{E}\left[f\left(X_{n+1}\right) \mid X_{1}=x\right] .
$$

The sum converges in $L^{2}$ by (2.12).
Since $\mathcal{L}$ is bounded on $L^{2}(\Im), f\left(X_{1}\right)=\psi\left(X_{1}\right)-(\mathcal{L} \psi)\left(X_{1}\right)$ a.s. Therefore, if $\sigma^{2}=0$, then by part 1 ,

$$
\begin{aligned}
0 & =\sigma^{2}=\mathbb{E}\left[f\left(X_{1}\right)^{2}+2 f\left(X_{1}\right) \sum_{n=1}^{\infty} f\left(X_{n+1}\right)\right] \\
& =\mathbb{E}\left(f\left(X_{1}\right)^{2}+2 f\left(X_{1}\right) \sum_{n=1}^{\infty} \mathbb{E}\left[f\left(X_{n+1}\right) \mid X_{1}=x\right]\right) \\
& =\mathbb{E}\left[\left((\psi-\mathcal{L} \psi)^{2}+2(\psi-\mathcal{L} \psi) \mathcal{L} \psi\right)\left(X_{1}\right)\right]=\mathbb{E}\left[(\psi-\mathcal{L} \psi)(\psi-\mathcal{L} \psi+2 \mathcal{L} \psi)\left(X_{1}\right)\right] \\
& =\mathbb{E}\left[\left(\psi^{2}-(\mathcal{L} \psi)^{2}\right)\left(X_{1}\right)\right]=\mathbb{E}\left(\psi\left(X_{1}\right)^{2}-\mathbb{E}\left[\psi\left(X_{2}\right) \mid X_{1}\right]^{2}\right) \\
& =\mathbb{E}\left(\psi\left(X_{2}\right)^{2}-\mathbb{E}\left[\psi\left(X_{2}\right) \mid X_{1}\right]^{2}\right), \text { by stationarity } \\
& =\mathbb{E}\left[\mathbb{E}\left(\psi\left(X_{2}\right)^{2}-\mathbb{E}\left[\psi\left(X_{2}\right) \mid X_{1}\right]^{2} \mid X_{1}\right)\right]=\mathbb{E}\left[\operatorname{Var}\left(\psi\left(X_{2}\right) \mid X_{1}\right)\right] .
\end{aligned}
$$

Necessarily, $\operatorname{Var}\left(\psi\left(X_{2}\right) \mid X_{1}\right)=0$ a.s., whence $\psi\left(X_{2}\right)=\mathbb{E}\left(\psi\left(X_{2}\right) \mid X_{1}\right)$ almost surely. Recalling that $f=$ $\psi-\mathcal{L} \psi$, we see that

$$
f\left(X_{1}\right)=\psi\left(X_{1}\right)-(\mathcal{L} \psi)\left(X_{1}\right)=\psi\left(X_{1}\right)-\mathbb{E}\left[\psi\left(X_{2}\right) \mid X_{1}\right]=\psi\left(X_{1}\right)-\psi\left(X_{2}\right)
$$

Rearranging terms, we find that

$$
\psi\left(X_{2}\right)=\psi\left(X_{1}\right)-f\left(X_{1}\right) \text { almost surely. }
$$

We claim that $\psi\left(X_{1}\right)$ must be equal a.e. to a constant function. Assume the contrary, and choose some $\left(t_{0}, s_{0}\right)$ in the support of the distribution of the random vector $\left(f\left(X_{1}\right), \psi\left(X_{1}\right)\right)$. Then the support of $\psi\left(X_{2}\right)$ contains $s_{0}-t_{0}$.

Since $\psi\left(X_{1}\right)$ is not constant a.e., and $X$ is stationary, the support of the distribution of $\psi\left(X_{2}\right)$ contains more than one point. Choose some $s_{1} \neq s_{0}-t_{0}$ in this support.

Fix $0<\varepsilon<\frac{1}{3}\left|\left(s_{0}-t_{0}\right)-s_{1}\right|$. By the definition of the support of a measure, the following events have positive probability:

$$
A:=\left[\left|f\left(X_{1}\right)-t_{0}\right|<\varepsilon,\left|\psi\left(X_{1}\right)-s_{0}\right|<\varepsilon\right], B:=\left[\left|\psi\left(X_{2}\right)-s_{1}\right|<\varepsilon\right] .
$$

By the one-step ellipticity condition, $E:=A \cap B$ has positive measure (bounded below by $\epsilon_{0} \mathbb{P}(A) \mathbb{P}(B)$ ). But on $E, \psi\left(X_{2}\right) \neq \psi\left(X_{1}\right)-f\left(X_{1}\right)$, because

- $\psi\left(X_{2}\right)$ is $\varepsilon$-close to $s_{1}$,
- $\psi\left(X_{1}\right)-f\left(X_{1}\right)$ is $2 \varepsilon$-close to $s_{0}-t_{0}$,
- $\operatorname{dist}\left(s_{1}, t_{0}-s_{0}\right)>3 \varepsilon$.

We obtain a contradiction to the a.s. equality $\psi\left(X_{2}\right)=\psi\left(X_{1}\right)-f\left(X_{1}\right)$.
Thus $\psi\left(X_{1}\right)=$ const.. By stationarity, $\psi\left(X_{2}\right)=$ const., and $f\left(X_{1}\right)=0$ a.s.
Remark. If we replace the one-step ellipticity condition by a weaker condition which implies the convergence in norm of $\sum \mathcal{L}^{n}$ (e.g. uniform ellipticity), then we can only claim that $\sigma^{2}=0 \Leftrightarrow f\left(X_{1}\right)=\psi\left(X_{1}\right)-\psi\left(X_{2}\right)+$ const. for some $\psi \in L^{2}$.

Next, we calculate the co-range $H(\mathrm{X}, \mathrm{f}):=\left\{\xi \in \mathbb{R}: \sum d_{n}^{2}(\xi)<\infty\right\}$. Note that this is well-defined even when $f$ is unbounded.

Lemma 8.15 Suppose $X$ is a stationary homogeneous Markov chain with the one-step ellipticity condition. Let $f$ be a (possibly unbounded) homogeneous additive functional of the form $f=f(x)$. Then

$$
\begin{equation*}
H(\mathrm{X}, \mathrm{f})=\{0\} \cup\left\{\frac{2 \pi}{t}: t \neq 0 \quad \text { and } \quad \exists c \in \mathbb{R} \text { s.t. } f\left(X_{1}\right) \in c+t \mathbb{Z} \text { a.s. }\right\} \tag{8.17}
\end{equation*}
$$

Proof It is clear that 0 belongs to both sides.
The inclusion $\supset$ is straightforward. To see $\subset$, suppose $\xi \in H(\mathrm{X}, \mathrm{f}) \backslash\{0\}$ and take $t:=2 \pi / \xi$. In the stationary case, $d_{n}(\xi)$ are all equal to $d(\xi)=\mathbb{E}_{m_{\text {Hex }}}\left(\left|\mathrm{e}^{\frac{2 \pi i}{t} \Gamma}-1\right|^{2}\right)$, where Hex is the space of position 3 hexagons and $\Gamma$ is the balance of a random hexagon defined by (2.25). So

$$
\xi \in H(\mathrm{X}, \mathrm{f}) \Leftrightarrow \sum_{n=3}^{\infty} d_{n}^{2}(\xi)<\infty \Leftrightarrow d(\xi)=0 \Leftrightarrow \mathbb{E}_{m_{\mathrm{Hex}}}\left(\left|\mathrm{e}^{\frac{2 \pi \mathrm{i}}{t} \Gamma}-1\right|^{2}\right)=0
$$

So $\Gamma \in t \mathbb{Z} m_{\text {Hex }}$-a.e. in Hex ( $n$ ).
Fix $t_{0}, s_{0}$ in the support of the distribution of $f\left(X_{1}\right)$. By stationarity, $t_{0}, s_{0}$ are in the supports of the distributions of $f\left(X_{n}\right)$ for all $n$. So $\mathbb{P}\left[\left|f\left(X_{n}\right)-r\right|<\varepsilon\right]>0$ for every $\varepsilon>0, n \in \mathbb{N}$, and $r \in\left\{s_{0}, t_{0}\right\}$. By the one-step ellipticity condition,

$$
m_{\text {Hex }}\left\{\left(\begin{array}{lll}
y_{1} & y_{2} & x \\
& y_{4} & y_{5}
\end{array} y_{3}\right) \in \operatorname{Hex}(n):\left|f\left(y_{i}\right)-s_{0}\right|<\varepsilon,\left|f(x)-t_{0}\right|<\varepsilon\right\}>0 .
$$

The balance of each hexagon in this set is $4 \varepsilon$-close to $t_{0}-s_{0}$ (note that while in the case where $f_{n}$ depend on two variables the balance of each hexagon contains six terms, but in the present case there only four terms since $f\left(y_{1}\right)$ cancels out). Since $\Gamma \in t \mathbb{Z} m_{\text {Hex }}$-a.e., $\operatorname{dist}\left(t_{0}-s_{0}, t \mathbb{Z}\right) \leq 4 \varepsilon$, and since $\varepsilon$ can be chosen arbitrarily small,

$$
t_{0} \in s_{0}+t \mathbb{Z}
$$

We now fix $s_{0}$ and take $t_{0}$ to be a general point in the support of the distribution of $f\left(X_{1}\right)$. The conclusion is that the support of the distribution of $f\left(X_{1}\right)$ is contained in $s_{0}+t \mathbb{Z}$. Equivalently, $f\left(X_{1}\right) \in s_{0}+t \mathbb{Z}$ almost surely.
Perturbations of Linear Operators with Spectral Gap. Before continuing the proof of Theorem 8.13 we collect some definitions and facts from the theory of bounded linear operators. Let $(\mathfrak{X},\|\cdot\|)$ denote a Banach space over $\mathbb{C}$.

- The spectral radius of a bounded linear operator $L$ is $\rho(L):=\lim _{n \rightarrow \infty} \sqrt[n]{\left\|L^{n}\right\|}$.
- An eigenvalue of $L$ is a number $\lambda \in \mathbb{C}$ such that $L u=\lambda u$ for some non-zero $u \in \mathfrak{X}$. An eigenvalue is simple if $\operatorname{dim}\{u \in \mathfrak{X}: L u=\lambda u\}=1$.
- The spectrum of $L$ is $\operatorname{spec}(L):=\{\lambda \in \mathbb{C}: \lambda I-L$ has no bounded inverse $\}$ (here and throughout, $I$ denote the identity).
Every eigenvalue $\lambda$ belongs to the spectrum (because $\operatorname{ker}(\lambda I-L) \neq 0$ ), but there could be points in $\operatorname{spec}(L)$ which are not eigenvalues (because $\lambda I-L$ could be invertible with an unbounded inverse).

Classical results in functional analysis say that the spectrum is always compact, non-empty, and

$$
\rho(L)=\max \{|z|: z \in \operatorname{spec}(L)\} .
$$

We will say that a bounded linear operator $L: \mathfrak{X} \rightarrow \mathfrak{X}$ has spectral gap with simple leading eigenvalue $\lambda$, if $\lambda \neq 0$ and $L=\lambda P+N$, where
(a) $P$ and $N$ are bounded linear operators such that $P N=N P=0$;
(b) $P^{2}=P, P L=L P=\lambda P$, and $\operatorname{dim}\{P u: u \in \mathfrak{X}\}=1$;
(c) $\rho(N)<|\lambda|$.

The operator $P$ is called the eigenprojection of $\lambda$.
Lemma 8.16 Suppose L has spectral gap with simple leading eigenvalue $\lambda$ and eigenprojection $P$. Then:
(1) $\exists 0<\theta<1$ such that $\left\|\lambda^{-n} L^{n}-P\right\|=O\left(\theta^{n}\right)$ as $n \rightarrow \infty$.
(2) $\lambda$ is a simple eigenvalue of $L$, and $\operatorname{spec}(L)=K \cup\{\lambda\}$ where $K$ is a compact subset of $\{z \in \mathbb{C}:|z|<|\lambda|-\gamma\}$ for some $\gamma>0$ ("the gap").
(3) If L has spectral gap with simple leading eigenvalue $\lambda^{\prime}$ and eigenprojection $P^{\prime}$, then $\lambda^{\prime}=\lambda$ and $P^{\prime}=P$.

Proof $L^{n}=(\lambda P+N)^{n}=\lambda^{n} P+N^{n}$ (the mixed terms vanish and $P^{n}=P$ for all $n$ ). Thus, $\left\|\lambda^{-n} L^{n}-P\right\|=\left\|\lambda^{-n} N^{n}\right\|$. Since $\sqrt[n]{\left\|N^{n}\right\|} \rightarrow \rho(N)<|\lambda|,\left\|\lambda^{-n} L^{n}-P\right\|=O\left(\theta^{n}\right)$ for every $\rho(N) /|\lambda|<\theta<1$.

The number $\lambda$ is an eigenvalue, because $L(P u)=\lambda P u$ for every $u \in \mathfrak{X}$, and there are some $u$ such that $P u \neq 0$. It is a simple, because if $L u=\lambda u$, then

$$
u=\lambda^{-n} L^{n} u \rightarrow P u,
$$

whence $u$ is in the image of $P$, a space of dimension one.
Since all eigenvalues are in the spectrum, $\lambda \in \operatorname{spec}(L)$. To finish the proof, we will show that $K:=\operatorname{spec}(L) \backslash\{\lambda\}$ is contained in $\{z \in \mathbb{C}:|z| \leq \rho(N)\}$. It is sufficient to show that $z I-L$ has a bounded inverse for all $z \neq \lambda$ s.t. $|z|>\rho(N)$.

Let $\mathfrak{X}_{1}:=\operatorname{ker}(P):=\{u \in \mathfrak{X}: P u=0\}$ and let $\mathfrak{X}_{2}:=\operatorname{im}(P):=\{P u: u \in \mathfrak{X}\}$. It is not difficult to see that

$$
\mathfrak{X}=\mathfrak{X}_{1} \oplus \mathfrak{X}_{2} \text { and } L\left(\mathfrak{X}_{i}\right) \subset \mathfrak{X}_{i} .
$$

Indeed, the projections on $\mathfrak{x}_{1}, \mathfrak{x}_{2}$ are, respectively, $I-P$ and $P$.
Fix $z \neq \lambda$ such that $|z|>\rho(N)$.

- On $\mathfrak{X}_{1}, z I-L=z I-N$, and $\rho\left(L \mid \mathfrak{x}_{1}\right)=\rho\left(N \mid \mathfrak{x}_{1}\right)<|z|$. It follows that $z \notin \operatorname{spec}\left(L \mid \mathfrak{x}_{1}\right)$, and $(z I-L) \mid \mathfrak{x}_{1}$ has a bounded inverse $(z I-N)^{-1} \mid \mathfrak{x}_{1}$.
- On $\mathfrak{x}_{2}, z I-L=z I-\lambda I$, so $(z I-L)^{-1} \mid \mathfrak{x}_{2}=(z-\lambda)^{-1} I$, a bounded linear operator.

Thus $(z I-L)^{-1}=(z I-N)^{-1}(I-P)+(z-\lambda)^{-1} P$, a bounded linear operator.

The next result says that if we perturb a linear operator with spectral gap "smoothly," then the perturbed operator has spectral gap for small values of the perturbation. Moreover, the leading eigenvalue depends "smoothly" on the perturbation parameter. We begin by clarifying what we mean by "smooth."

Let $t \mapsto L_{t}$ be a function from a real open neighborhood $U$ of zero, to the space of bounded linear operators on $\mathfrak{X}$.

- $t \mapsto L_{t}$ is continuous on $U$, if for all $t \in U,\left\|L_{t+h}-L_{t}\right\| \xrightarrow[h \rightarrow 0]{\longrightarrow} 0$.
- $t \mapsto L_{t}$ is differentiable on $U$, if for all $t \in U$, there is a bounded linear operator $L_{t}^{\prime}$ (called the derivative of $L_{t}$ at $t$ ) such that

$$
\left\|\frac{L_{t+h}-L_{t}}{h}-L_{t}^{\prime}\right\| \underset{h \rightarrow 0}{ } 0
$$

If $t \mapsto L_{t}^{\prime}$ is continuous on $U$, then we say that $t \mapsto L_{t}$ is $\boldsymbol{C}^{\mathbf{1}}$-smooth, or just $\boldsymbol{C}^{\mathbf{1}}$.

- By induction, $t \mapsto L_{t}$ is called $\boldsymbol{C}^{\boldsymbol{r}}$-smooth if $t \mapsto L_{t}$ is differentiable on $U$, with $C^{r-1}$-smooth derivative. In this case, the $\boldsymbol{r}^{\text {th }}$-derivative of $L_{t}$ is the bounded linear operator $L_{t}^{(r)}$ obtained inductively from $L_{t}^{(r)}:=\left(L_{t}^{(r-1)}\right)^{\prime}$, $L_{t}^{(1)}:=L_{t}^{\prime}$.

Theorem 8.17 (Perturbation Theorem) Fix $r \geq 1$ and $a>0$. Suppose $L_{t}: \mathfrak{X} \rightarrow \mathfrak{X}$ is a bounded linear operator for each $|t|<a$, and $t \mapsto L_{t}$ is $C^{r}$-smooth with $r \geq 1$. If $L_{0}$ has spectral gap with simple leading eigenvalue $\lambda_{0}$ and eigenprojection $P_{0}$, then there exists some $0<\kappa<a$ such that:
(1) $L_{t}$ has spectral gap with simple leading eigenvalue for each $|t|<\kappa$;
(2) The leading eigenvalue $\lambda_{t}$ and eigenprojection $P_{t}$ of $L_{t}$ are $C^{r}$-smooth on $(-\kappa, \kappa)$;
(3) There exists $\gamma>0$ such that $\rho\left(L_{t}-\lambda_{t} P_{t}\right)<\left|\lambda_{t}\right|-\gamma$ for all $|t|<\kappa$.

For the proof of this theorem, see Appendix C.
Nagaev's Perturbation Operators. We now return to the discussion of one-step additive functionals on onestep uniformly elliptic stationary homogeneous Markov chains.

Let $\mathfrak{X}:=\left\{u: \mathbb{S} \rightarrow \mathbb{C}: u\right.$ is measurable, and $\left.\|u\|:=\sup _{x}|u(x)|<\infty\right\}$, and define a bounded linear operator $\mathcal{L}_{t}: \mathfrak{X} \rightarrow \mathfrak{X}$ by

$$
\left(\mathcal{L}_{t} u\right)(x):=\int_{\mathbb{S}} \mathrm{e}^{\mathrm{i} t f(y)} u(y) p(x, y) \mu(\mathrm{d} y)=\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t f\left(X_{2}\right)} u\left(X_{2}\right) \mid X_{1}=x\right)
$$

Lemma 8.18 Let $S_{n}^{\prime}:=f\left(X_{2}\right)+\cdots+f\left(X_{n+1}\right)$, then

$$
\begin{equation*}
\mathbb{E}\left[\mathrm{e}^{\mathrm{i} t S_{n}^{\prime}} u\left(X_{n+1}\right) \mid X_{1}\right]=\left(\mathcal{L}_{t}^{n} u\right)\left(X_{1}\right) \quad(u \in \mathfrak{X}) \tag{8.18}
\end{equation*}
$$

Proof This is a special case of Lemma 5.5, with $f_{n}(x, y)=f(y)$.
Lemma 8.19 If X is uniformly elliptic, then $\mathcal{L}_{0}$ has spectral gap with simple leading eigenvalue $\lambda_{0}=1$, and eigenprojection $P_{0} u=\mathbb{E}\left[u\left(X_{1}\right)\right] 1_{\mathfrak{E}}$.
Proof By definition, $\left(\mathcal{L}_{0} u\right)(x)=\mathbb{E}\left[u\left(X_{2}\right) \mid X_{1}=x\right]$. Let $P_{0} u:=\mathbb{E}\left(u\left(X_{1}\right)\right) 1_{\subseteq}$ and $N_{0}:=\mathcal{L}_{0}\left(I-P_{0}\right)$. These are bounded linear operators, and it is straightforward to verify that $\operatorname{dim}\{P u: u \in \mathfrak{X}\}=1, P_{0}^{2}=P_{0}, P_{0} \mathcal{L}_{0}=\mathcal{L}_{0} P_{0}=$ $P_{0}, \mathcal{L}_{0}=P_{0}+N_{0}$, and $N_{0} \mathcal{L}_{0}=\mathcal{L}_{0} N_{0}$. It remains to check that $\rho\left(N_{0}\right)<1$.

First, notice that $\left(I-P_{0}\right)^{2}=I-2 P_{0}+P_{0}^{2}=I-P_{0}$. By induction, $\left(I-P_{0}\right)^{n}=I-P_{0}$. Since $\mathcal{L}_{0}$ commutes with $P_{0}$,

$$
N_{0}^{n}=\left(\mathcal{L}_{0}\left(I-P_{0}\right)\right)^{n}=\mathcal{L}_{0}^{n}\left(I-P_{0}\right)^{n}=\mathcal{L}_{0}^{n}\left(I-P_{0}\right)
$$

For every $u \in \mathfrak{X},\left(I-P_{0}\right) u=u-\mathbb{E}\left(u\left(X_{1}\right)\right)$, and by stationarity, this is the same as $u-\mathbb{E}\left(u\left(X_{n+1}\right)\right)$. This and (8.18) (with $t=0$ ) leads to

$$
\left\|N_{0}^{n} u\right\|=\left\|\mathbb{E}\left(u\left(X_{n+1}\right)-\mathbb{E}\left(u\left(X_{n+1}\right)\right) \mid X_{1}=x\right)\right\| \leq C_{m i x} \theta^{n}\|u\|,
$$

where $C_{\text {mix }}$ and $0<\theta<1$ are constants which only depend on the ellipticity constant of X , see (2.11). So $\left\|N_{0}^{n}\right\| \leq 2 C_{m i x} \theta^{n}$, and $\rho\left(N_{0}\right) \leq \theta<1$.

Lemma 8.20 If X has the one-step ellipticity condition and $\mathbb{E}\left[f\left(X_{1}\right)^{2}\right]<\infty$, then $t \mapsto \mathcal{L}_{t}$ is $C^{2}$-smooth on $\mathbb{R}$, and

$$
\left(\mathcal{L}_{0}^{\prime} u\right)(x)=\mathrm{i} \mathbb{E}\left[f\left(X_{2}\right) u\left(X_{2}\right) \mid X_{1}=x\right] ;\left(\mathcal{L}_{0}^{\prime \prime} u\right)(x)=-\mathbb{E}\left[f\left(X_{2}\right)^{2} u\left(X_{2}\right) \mid X_{1}=x\right]
$$

Proof Define an operator on $\mathfrak{X}$ by $\left(\mathcal{L}_{t}^{\prime} u\right)(x)=\mathbb{E}\left[\mathrm{i} f\left(X_{2}\right) \mathrm{e}^{\mathrm{i} t f\left(X_{2}\right)} u\left(X_{2}\right) \mid X_{1}=x\right]$. Clearly, $\left\|\mathcal{L}_{t}^{\prime}\right\| \leq \mathbb{E}\left(\left|f\left(X_{2}\right)\right|\right) \leq$ $\|f\|_{2}<\infty$. For every $u \in \mathfrak{X}$, for every $x \in \mathbb{S}$,

$$
\begin{aligned}
& \left|\frac{1}{h}\left(\mathcal{L}_{t+h} u-\mathcal{L}_{t} u\right)(x)-\left(\mathcal{L}_{t}^{\prime} u\right)(x)\right|=\left|\mathbb{E}\left(\left.\frac{\mathrm{e}^{\mathrm{i} h f\left(X_{2}\right)}-1-\mathrm{i} h f\left(X_{2}\right)}{h} \mathrm{e}^{\mathrm{i} t f\left(X_{2}\right)} u\left(X_{2}\right) \right\rvert\, X_{1}=x\right)\right| \\
& \leq \mathbb{E}\left(\left.\left|\frac{\mathrm{e}^{\mathrm{i} h f\left(X_{2}\right)}-1-\mathrm{i} h f\left(X_{2}\right)}{h^{2} f\left(X_{2}\right)^{2}} h f\left(X_{2}\right)^{2}\right| 1_{\left[f\left(X_{2}\right) \neq 0\right]} \right\rvert\, X_{1}=x\right)\|u\| \leq M|h| \mathbb{E}\left(f\left(X_{2}\right)^{2} \mid X_{1}=x\right)\|u\|,
\end{aligned}
$$

where $M:=\sup _{s \in \mathbb{R} \backslash\{0\}}\left|\frac{\mathrm{e}^{\mathrm{i} s}-1-\mathrm{i} s}{s^{2}}\right|$. By the one-step ellipticity condition, $\epsilon_{0} \leq p(x, y) \leq \epsilon_{0}^{-1}$. So

$$
\mathbb{E}\left(f^{2}\left(X_{2}\right) \mid X_{1}=x\right)=\int p(x, y) f(y)^{2} \mu(\mathrm{~d} y) \leq \epsilon_{0}^{-1} \int f(y)^{2} \mu(\mathrm{~d} y) \leq \epsilon_{0}^{-1} \mathbb{E}\left(f^{2}\right)
$$

It follows that $\left\|\frac{1}{h}\left(\mathcal{L}_{t+h}-\mathcal{L}_{t}\right)-\mathcal{L}_{t}^{\prime}\right\| \leq M \epsilon_{0}^{-1}\|f\|_{2}^{2}|h| \underset{h \rightarrow 0}{\longrightarrow} 0$. So $t \mapsto \mathcal{L}_{t}$ is differentiable, with derivative $\mathcal{L}_{t}^{\prime}$.
Next we define the operator $\mathcal{L}_{t}^{\prime \prime} u=-\mathbb{E}\left[f\left(X_{2}\right)^{2} \mathrm{e}^{\mathrm{i} t f\left(X_{2}\right)} u\left(X_{2}\right) \mid X_{1}=x\right]$.
By one-step ellipticity, $\left\|\mathcal{L}_{t}^{\prime \prime}\right\| \leq \epsilon_{0}^{-2} \mathbb{E}\left(f\left(X_{2}\right)^{2}\right)=\|f\|_{2}^{2}<\infty$. Fix $u \in \mathfrak{X}$. Then:

$$
\begin{aligned}
& \left|\frac{1}{h}\left(\mathcal{L}_{t+h}^{\prime} u-\mathcal{L}_{t}^{\prime} u\right)(x)-\left(\mathcal{L}_{t}^{\prime \prime} u\right)(x)\right|=\left|\mathbb{E}\left(\left.\mathrm{i} f\left(X_{2}\right) \frac{\mathrm{e}^{\mathrm{i} h f\left(X_{2}\right)}-1-\mathrm{i} h f\left(X_{2}\right)}{h} \mathrm{e}^{\mathrm{i} t f\left(X_{2}\right)} u\left(X_{2}\right) \right\rvert\, X_{1}=x\right)\right| \\
& \leq \mathbb{E}\left(f\left(X_{2}\right)^{2} q\left(h f\left(X_{2}\right)\right) \mid X_{1}=x\right)\|u\|, \text { where } q(s):= \begin{cases}\left|\frac{\mathrm{e}^{\mathrm{i} s}-1-\mathrm{i} s}{s}\right| & s \neq 0 \\
0 & s=0 .\end{cases}
\end{aligned}
$$

We now apply the one-step ellipticity condition as before, and deduce that

$$
\begin{equation*}
\left\|\frac{1}{h}\left(\mathcal{L}_{t+h}^{\prime}-\mathcal{L}_{t}^{\prime}\right)-\mathcal{L}_{t}^{\prime \prime}\right\| \leq \epsilon_{0}^{-1} \mathbb{E}\left[f\left(X_{2}\right) q\left(h f\left(X_{2}\right)\right)\right] \xrightarrow[h \rightarrow 0]{!} 0 \tag{8.19}
\end{equation*}
$$

(To see (!) note that $q\left(h f\left(X_{2}\right)\right) \xrightarrow[h \rightarrow 0]{\longrightarrow} 0$ pointwise, $q$ is bounded, and $\mathbb{E}\left(\left|f\left(X_{2}\right)\right|\right)<\infty$.) It follows that $\mathcal{L}_{t}^{\prime}$ is differentiable, with derivative $\mathcal{L}_{t}^{\prime \prime}$.

To finish the proof of $C^{2}$-smoothness, we check that $t \mapsto \mathcal{L}_{t}^{\prime \prime}$ is continuous.

$$
\left(\mathcal{L}_{t+h}^{\prime \prime} u-\mathcal{L}_{t}^{\prime \prime} u\right)(x)=-\mathbb{E}\left(f\left(X_{2}\right)^{2}\left[\mathrm{e}^{\mathrm{i} h f\left(X_{2}\right)}-1\right] \mathrm{e}^{\mathrm{i} t f\left(X_{2}\right)} u\left(X_{2}\right) \mid X_{1}=x\right)
$$

As before, this leads to $\left\|\mathcal{L}_{t+h}^{\prime \prime}-\mathcal{L}_{t}^{\prime \prime}\right\| \leq \epsilon_{0}^{-1} \mathbb{E}\left(f\left(X_{2}\right)^{2}\left|\mathrm{e}^{\mathrm{i} h f\left(X_{2}\right)}-1\right|\right)$. By the dominated convergence theorem, $\left\|\mathcal{L}_{t+h}^{\prime \prime}-\mathcal{L}_{t}^{\prime \prime}\right\| \xrightarrow[h \rightarrow 0]{ } 0$.

Proposition 8.21 If X has the one-step ellipticity condition, and $\mathbb{E}\left[f\left(X_{1}\right)^{2}\right]<\infty$, then there exists $\kappa>0$ such that:
(1) For every $|t|<\kappa, \mathcal{L}_{t}$ has spectral gap with simple leading eigenvalue $\lambda_{t}$ and eigenprojection $P_{t}$.
(2) $t \mapsto \lambda_{t}$ and $t \mapsto P_{t}$ are $C^{2}$ on $(-\kappa, \kappa)$.
(3) Let $N_{t}:=\mathcal{L}_{t}-\lambda_{t} P_{t}$, then there exists $\gamma>0$ such that $\rho\left(N_{t}\right)<\left|\lambda_{t}\right|-\gamma$ for all $|t|<\kappa$.
(4) $\lambda_{0}=1, \lambda_{0}^{\prime}:=\left.\frac{\mathrm{d} \lambda_{t}}{\mathrm{~d} t}\right|_{t=0}=\mathrm{i} \mathbb{E}\left[f\left(X_{1}\right)\right]$, and $\lambda_{0}^{\prime \prime}:=\left.\frac{\mathrm{d}^{2} \lambda_{t}}{\mathrm{~d} t^{2}}\right|_{t=0}=-\left[\sigma^{2}+\mathbb{E}\left(f\left(X_{1}\right)\right)^{2}\right]$, where $\sigma^{2}=\lim _{N \rightarrow \infty} \frac{1}{N} \operatorname{Var}\left(S_{N}\right)$.
(5) Suppose $\sigma^{2}>0$ and $\mathbb{E}(f)=0$. Then there is a constant $c>0$ such that for every $|t|<\kappa,\left|\lambda_{t}\right| \leq \mathrm{e}^{-c t^{2}}$.

Proof Parts (1)-(3) follow from the perturbation theorem, and the previous lemmas.
We prove part (4). Given $|t|<\kappa$, let $\lambda_{t}$ and $P_{t}$ be the leading eigenvalue and eigenprojection for $\mathcal{L}_{t}$. By Lemmas 8.19 and 8.16(3),

$$
\lambda_{0}=1 \quad \text { and } \quad P_{0} u=\mathbb{E}\left[u\left(X_{1}\right)\right] 1_{\mathbb{E}} .
$$

It is straightforward to show that if two operator-valued functions $A_{t}, B_{t}$ are differentiable, then $\left(A_{t}+B_{t}\right)^{\prime}=$ $A_{t}^{\prime}+B_{t}^{\prime}$ and $\left(A_{t} B_{t}\right)^{\prime}=A_{t}^{\prime} B_{t}+A_{t} B_{t}^{\prime}$.

Differentiating the identity $L_{t} P_{t}=\lambda_{t} P_{t}$, we obtain $L_{t}^{\prime} P_{t}+L_{t} P_{t}^{\prime}=\lambda_{t}^{\prime} P_{t}+\lambda_{t} P_{t}^{\prime}$. Multiplying both sides on the left by $P_{t}$ gives

$$
P_{t} L_{t}^{\prime} P_{t}+\lambda_{t} P_{t} P_{t}^{\prime}=\lambda_{t}^{\prime} P_{t}+\lambda_{t} P_{t} P_{t}^{\prime} \quad\left(\because P_{t} L_{t}=L_{t} P_{t}=\lambda_{t} P_{t}, P_{t}^{2}=P_{t}\right)
$$

Therefore $P_{t} L_{t}^{\prime} P_{t}=\lambda_{t}^{\prime} P_{t}$. Substituting $t=0$ and recalling the formulas for $P_{0}$ and $L_{0}^{\prime}$, we obtain that $\lambda_{0}^{\prime}=\mathrm{i} \mathbb{E}[f]$.
Next, we differentiate both sides of the identity $\mathcal{L}_{t}^{n} P_{t}=\lambda_{t}^{n} P_{t}$ twice:

$$
\left(\mathcal{L}_{t}^{n}\right)^{\prime \prime} P_{t}+2\left(\mathcal{L}_{t}^{n}\right)^{\prime} P_{t}^{\prime}+\mathcal{L}_{t}^{n} P_{t}^{\prime \prime}=\left(\lambda_{t}^{n}\right)^{\prime \prime} P_{t}+2\left(\lambda_{t}^{n}\right)^{\prime} P_{t}^{\prime}+\lambda_{t}^{n} P_{t}^{\prime \prime}
$$

Now we multiply on the left by $P_{t}$, substitute $t=0$, and cancel $P_{0} \mathcal{L}_{0}^{n} P_{0}^{\prime \prime}=\lambda_{0}^{n} P_{0} P_{0}^{\prime \prime}$ :

$$
\begin{equation*}
P_{0}\left(\mathcal{L}_{0}^{n}\right)^{\prime \prime} P_{0}+2 P_{0}\left(\mathcal{L}_{0}^{n}\right)^{\prime} P_{0}^{\prime}=\left(\lambda_{0}^{n}\right)^{\prime \prime} P_{0}+2\left(\lambda_{0}^{n}\right)^{\prime} P_{0} P_{0}^{\prime} \tag{8.20}
\end{equation*}
$$

Recall that $\mathcal{L}_{t}^{n} u=\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{n}^{\prime}} u\left(X_{n+1}\right) \mid X_{1}\right)$, where $S_{n}^{\prime}=\sum_{k=1}^{n} f_{k+1}\left(X_{k+1}\right)$. One can prove exactly as in Lemma 8.20 that

$$
\left.\frac{\mathrm{d}}{\mathrm{~d} t}\right|_{t=0} \mathcal{L}_{t}^{n} u=\mathrm{i} \mathbb{E}\left(S_{n}^{\prime} u\left(X_{n+1}\right) \mid X_{1}\right),\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}}\right|_{t=0} \mathcal{L}_{t}^{n} u=-\mathbb{E}\left[\left(S_{n}^{\prime}\right)^{2} u\left(X_{n+1}\right) \mid X_{1}\right]
$$

Also $\left(\lambda_{0}^{n}\right)^{\prime}=n \lambda_{0}^{n-1} \lambda_{0}^{\prime}=n \lambda_{0}^{\prime}=n \mathbb{E}[f]$, and

$$
\left(\lambda_{0}^{n}\right)^{\prime \prime}=n(n-1) \lambda_{0}^{n-1}\left(\lambda_{0}^{\prime}\right)^{2}+n \lambda_{0}^{n-1} \lambda_{0}^{\prime \prime}=n(n-1)(\mathbb{E}[f])^{2}+n \lambda_{0}^{\prime \prime}
$$

Substituting this in (8.20), we obtain (in the special case $u \equiv 1$ ),

$$
-\mathbb{E}\left[\left(S_{n}^{\prime}\right)^{2}\right]+2 \mathbb{E}\left[S_{n}^{\prime} P_{0}^{\prime} 1\right]=n(n-1)(\mathrm{i} \mathbb{E}(f))^{2}+n \lambda_{0}^{\prime \prime}+2 n \mathbb{E}(f) \mathbb{E}\left[P_{0}^{\prime} 1\right]
$$

By exponential mixing and stationarity, $2 \mathbb{E}\left[S_{n}^{\prime} P_{0}^{\prime} 1\right]=2 n \mathbb{E}(f) \mathbb{E}\left[P_{0}^{\prime} 1\right]+O(1)$. Substituting this in the above, dividing by $n$, and passing to the limit, we obtain

$$
\lambda_{0}^{\prime \prime}=-\mathbb{E}(f)^{2}-\lim _{n \rightarrow \infty} \frac{1}{n}\left(\mathbb{E}\left[\left(S_{n}^{\prime}\right)^{2}\right]-n^{2} \mathbb{E}(f)^{2}\right)=-\mathbb{E}(f)^{2}-\lim _{n \rightarrow \infty} \frac{1}{n} \operatorname{Var}\left(S_{n}\right)
$$

This proves part (4).
Suppose $\sigma^{2}>0$ and $\mathbb{E}(f)=0$. Make $\kappa$ so small that $\left|\lambda_{t}^{\prime \prime}-\lambda_{0}^{\prime \prime}\right|<\frac{1}{2} \sigma^{2}$ for $|t|<\kappa$. Then

$$
\begin{aligned}
& \lambda_{t}=\lambda_{0}+\int_{0}^{t}\left(\lambda_{0}^{\prime}+\int_{0}^{s} \lambda_{\eta}^{\prime \prime} \mathrm{d} \eta\right) \mathrm{d} s=\lambda_{0}+\int_{0}^{t}\left(\lambda_{0}^{\prime}+\int_{0}^{s}\left(\lambda_{0}^{\prime \prime}+\left(\lambda_{\eta}^{\prime \prime}-\lambda_{0}^{\prime \prime}\right)\right) \mathrm{d} \eta\right) \mathrm{d} s \\
& =1+t \lambda_{0}^{\prime}+\frac{1}{2} \lambda_{0}^{\prime \prime} t^{2}+\int_{0}^{t} \int_{0}^{s}\left(\lambda_{\eta}^{\prime \prime}-\lambda_{0}^{\prime \prime}\right) \mathrm{d} \eta \mathrm{~d} s
\end{aligned}
$$

Thus $\lambda_{t}=1-\frac{1}{2} \sigma^{2} t^{2}+\varepsilon(t)$, where $\varepsilon(t)$ is the double integral. Clearly, $|\varepsilon(t)| \leq \frac{1}{4} \sigma^{2} t^{2}$. To get part (5), we choose $\kappa$ and $c$ so that $1-\frac{1}{4} \sigma^{2} t^{2}<\mathrm{e}^{-c t^{2}}$ for $|t|<\kappa$.

Lemma 8.22 For every $[a, b] \subset \mathbb{R} \backslash H(\mathrm{X}, \mathrm{f})$ there exists $\gamma>0$ such that $\rho\left(\mathcal{L}_{t}\right)<1-\gamma$ for all $t \in[a, b]$.

Proof Fix $[a, b] \subset \mathbb{R} \backslash H(\mathrm{X}, \mathrm{f})$ and $t \in[a, b]$ (necessarily, $t \neq 0$ ). Recall the notation $\{z\}_{t \mathbb{Z}}=t\{z / t\}$, and define $g_{t}(x):=\{f(x)\}_{\frac{2 \pi}{t}} \mathbb{Z}$. Then $\mathrm{e}^{\mathrm{i} t g_{t}}=\mathrm{e}^{\mathrm{i} t f}$. Hence $d_{n}(t, \mathrm{f})=d_{n}\left(t, \mathrm{~g}_{t}\right)$, and $\left(\mathcal{L}_{t} \varphi\right)(x)=\int \mathrm{e}^{\mathrm{i} t g_{t}(y)} p(x, y) \varphi(y) \mu(\mathrm{d} y)$.

Notice that ess sup $\left|g_{t}\right| \leq|t| \leq \max (|a|,|b|)$. Therefore Lemma 5.6 applies, and there is a constant $\widetilde{\varepsilon}$, which depends only on $a, b$ and the ellipticity constant of X , such that

$$
\left\|\mathcal{L}_{t}^{5}\right\| \leq \mathrm{e}^{-\widetilde{\varepsilon} d^{2}\left(t, \mathrm{~g}_{t}\right)}=\mathrm{e}^{-\widetilde{\varepsilon} d^{2}(t, \mathrm{f})}=\mathrm{e}^{-\widetilde{\varepsilon} d^{2}(t)}
$$

Here $d^{2}(t)$ is the structure constant of f .
Since $t \notin H(\mathrm{X}, \mathrm{f}), \sum d_{n}^{2}(t, \mathrm{f})=\infty$. As $d_{n}(t, \mathrm{f})=d(t)$ for all $n, d(t)>0$. So

$$
\rho\left(\mathcal{L}_{t}\right) \leq \exp \left[-\frac{1}{5} \widetilde{\varepsilon} d(t)^{2}\right]<1-\gamma_{t} \text { for some } \gamma_{t}>0
$$

Choose some $n_{t}$ such that $\left\|\mathcal{L}_{t}^{n_{t}}\right\|<\left(1-\gamma_{t}\right)^{n_{t}}$. By the continuity of $t \mapsto \mathcal{L}_{t}$, there is an open neighborhood $U_{t}$ of $t$, where

$$
\left\|\mathcal{L}_{s}^{n_{t}}\right\|<\left(1-\gamma_{t}\right)^{n_{t}} \text { for all } s \in U_{t} .
$$

Recall that $\rho\left(\mathcal{L}_{s}\right)=\lim _{n \rightarrow \infty} \sqrt[n]{\left\|\mathcal{L}_{s}^{n}\right\|} \stackrel{!}{=} \inf \sqrt[n]{\left\|\mathcal{L}_{s}^{n}\right\|}$ (because $\left\|\mathcal{L}_{s}^{k n}\right\| \leq\left\|\mathcal{L}_{s}^{k}\right\|^{n}$ ). In particular, $\rho\left(\mathcal{L}_{s}\right) \leq \sqrt[n_{t}]{\left\|\mathcal{L}_{s}^{n_{t}}\right\|}$, and therefore $\rho\left(\mathcal{L}_{s}\right) \leq 1-\gamma_{t}$ for all $s \in U_{t}$.

Since $[a, b]$ is compact, we can cover it by finitely many $U_{t_{1}}, \ldots, U_{t_{n}}$, and obtain the bound $\rho\left(\mathcal{L}_{s}\right)<$ $1-\min \left\{\gamma_{t_{1}}, \ldots, \gamma_{t_{n}}\right\}$ on $[a, b]$.

Proof of Theorem 8.13. Throughout this proof we assume that $X$ is a stationary homogeneous Markov chain with the one-step ellipticity condition, and we let $f: \subseteq \rightarrow \mathbb{R}$ be a function such that $\mathbb{E}\left[f\left(X_{1}\right)^{2}\right]<\infty$.

We also suppose that $f\left(X_{1}\right)$ is not equal a.s. to a constant, and therefore by Proposition $8.14, \frac{1}{N} \operatorname{Var}\left(S_{N}\right) \xrightarrow[N \rightarrow \infty]{ }$ $\sigma^{2} \neq 0$.

Proposition 8.23 (CLT) For every $a<b$,

$$
\mathbb{P}\left[\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{N}} \in(a, b)\right] \underset{N \rightarrow \infty}{ } \frac{1}{\sqrt{2 \pi \sigma^{2}}} \int_{a}^{b} \mathrm{e}^{-t^{2} / 2 \sigma^{2}} \mathrm{~d} t
$$

Proof It is sufficient to prove the proposition in the special case when $\mathbb{E}\left[f\left(X_{1}\right)\right]=0$. In this case, by Lévy's continuity theorem, it is sufficient to show that for each $t$,

$$
\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{N} / \sqrt{N}}\right) \rightarrow \mathrm{e}^{-\frac{1}{2} \sigma^{2} t^{2}}
$$

the characteristic function of the centered Gaussian distribution with variance $\sigma^{2}$.
Fix $t$ and suppose $n$ is large enough so that $|t| / \sqrt{n}<\kappa$, where $(-\kappa, \kappa)$ is the interval of perturbation parameters which satisfy the conclusions of Proposition 8.21. By stationarity and (8.18),

$$
\begin{aligned}
& \mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{n} / \sqrt{n}}\right)=\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{n}^{\prime} / \sqrt{n}}\right)=\mathbb{E}\left[\left(\mathcal{L}_{t / \sqrt{n}}^{n} 1\right)\left(X_{1}\right)\right]=\mathbb{E}\left[\left(\lambda_{t / \sqrt{n}} P_{t / \sqrt{n}}+N_{t / \sqrt{n}}\right)^{n}\left(X_{1}\right)\right] \\
& =\mathbb{E}\left[\left(\lambda_{t / \sqrt{n}}^{n} P_{t / \sqrt{n}} 1+N_{t / \sqrt{n}}^{n} 1\right)\left(X_{1}\right)\right]=\lambda_{t / \sqrt{n}}^{n} \mathbb{E}\left[\left(P_{t / \sqrt{n}} 1\right)\left(X_{1}\right)\right]+O\left(\left\|N_{t / \sqrt{n}}^{n} 1\right\|\right) \\
& =\lambda_{t / \sqrt{n}}^{n}\left[1+O\left(\left\|P_{t / \sqrt{n}}-P_{0}\right\|\right)+O\left(\left|\lambda_{t / \sqrt{n}}\right|^{-n}\left\|N_{t / \sqrt{n}}^{n} 1\right\|\right)\right] .
\end{aligned}
$$

Observe that $\left\|P_{t / \sqrt{n}}-P_{0}\right\| \rightarrow 0$ (because $s \mapsto P_{s}$ is $C^{2}$ ); and $\lambda_{t / \sqrt{n}}^{-n}\left\|N_{t / \sqrt{n}}^{n} 1\right\| \rightarrow 0$ (because $\rho\left(N_{s}\right)<\left|\lambda_{s}\right|-\gamma \leq$ $(1-\gamma)\left|\lambda_{s}\right|$ for all $\left.|s|<\kappa\right)$. Thus

$$
\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{n} / \sqrt{n}}\right)=[1+o(1)] \lambda_{t / \sqrt{n}}^{n}
$$

It remains to show that $\lim _{n \rightarrow \infty} \lambda_{t / \sqrt{n}}^{n}=\mathrm{e}^{-\frac{1}{2} \sigma^{2} t^{2}}$.
Recall that $s \mapsto \lambda_{s}$ is $C^{2}$, therefore $\lambda_{t}=\lambda_{0}+t \lambda_{0}^{\prime}+\frac{1}{2} \lambda_{0}^{\prime \prime} t^{2}+o\left(t^{2}\right)=1-\frac{1}{2} \sigma^{2} t^{2}+o\left(t^{2}\right)$, as $t \rightarrow 0$. So $\lambda_{t / \sqrt{n}}^{n}=\left(1-\frac{t^{2}}{2 n}\left(\sigma^{2}+o(1)\right)\right)^{n} \xrightarrow[n \rightarrow \infty]{\stackrel{ }{\longrightarrow}} \mathrm{e}^{-\frac{1}{2} \sigma^{2} t^{2}}$.

To justify the limit, calculate $\log \left(\lambda_{t / \sqrt{n}}^{n}\right)$ for some branch of the complex logarithm function, which is holomorphic on a complex neighborhood of 1 .

Proposition 8.24 (Non-Lattice LLT) Suppose there are no $t, c \in \mathbb{R}$ such that $f\left(X_{1}\right) \in c+t \mathbb{Z}$ almost surely, then for every $a<b$ and $z_{N}, z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{N}} \rightarrow z, \mathbb{P}\left[S_{N}-z_{N} \in(a, b)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2} N}}|a-b|$.

Proof Without loss of generality, $\mathbb{E}\left(f\left(X_{1}\right)\right)=0$, whence $\mathbb{E}\left(S_{n}\right)=0$ for all $n$.
As we saw in §5.2.1, it is sufficient to show that

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-L}^{L} \mathrm{e}^{-\mathrm{i} \xi z_{n}} \widehat{\phi}(\xi) \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right) \mathrm{d} \xi \sim \frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2} n}} \widehat{\phi}(0) \text { as } n \rightarrow \infty \tag{8.21}
\end{equation*}
$$

for every $L>0$, and each $\phi \in L^{1}(\mathbb{R})$ such that $\operatorname{supp}(\widehat{\phi}) \subset[-L, L]$.
Choose $\kappa$ as in Prop. 8.21, and fix $R>0$, arbitrarily large. We divide $[-L, L]$ into $\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right],[-\kappa, \kappa] \backslash$ $\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right]$, and $[-L, L] \backslash[-\kappa, \kappa]$, and consider the contribution to the integral from each of these regions.
Contribution of $\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right]$ : This is the part of the integral governed by the CLT.

$$
\begin{aligned}
& \frac{1}{2 \pi} \int_{-R / \sqrt{n}}^{R / \sqrt{n}} \mathrm{e}^{-\mathrm{i} \xi z_{n}} \widehat{\phi}(\xi) \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right) \mathrm{d} \xi=\frac{1}{2 \pi \sqrt{n}} \int_{-R}^{R} \mathrm{e}^{-\mathrm{i} \xi \frac{z n}{\sqrt{n}}} \widehat{\phi}\left(\frac{\xi}{\sqrt{n}}\right) \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi \frac{S_{n}}{\sqrt{n}}}\right) \mathrm{d} \xi \\
& \sim \frac{1}{2 \pi \sqrt{n}} \int_{-R}^{R} \mathrm{e}^{-\mathrm{i} \xi z} \widehat{\phi}(0) \mathrm{e}^{-\frac{1}{2} \sigma^{2} \xi^{2}} \mathrm{~d} \xi=\frac{\widehat{\phi}(0)}{2 \pi \sqrt{n}}\left(\int_{-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} \xi z} \mathrm{e}^{-\frac{1}{2} \sigma^{2} \xi^{2}} \mathrm{~d} \xi+o_{R \rightarrow \infty}(1)\right) .
\end{aligned}
$$

So the contribution of $\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right]$ is $\frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}} \widehat{\phi}(0)}{\sqrt{2 \pi \sigma^{2} n}}\left[1+o_{n \rightarrow \infty}(1)+o_{R \rightarrow \infty}(1)\right]$.
Contribution of $[-\kappa, \kappa] \backslash\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right]$ : For $\xi$ in this region, by Prop. 8.21(5),

$$
\begin{aligned}
& \left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right)\right|=\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}^{\prime}}\right)\right|=\left|\mathbb{E}\left[\left(\mathcal{L}_{\xi}^{n} 1\right)\left(X_{1}\right)\right]\right|=\left|\mathbb{E}\left[\left(\lambda_{\xi}^{n} P_{t} 1+N_{\xi}^{n} 1\right)\left(X_{1}\right)\right]\right| \\
& \leq\left|\lambda_{\xi}\right|^{n}\left(\left\|P_{\xi}\right\|+\left|\lambda_{\xi}\right|^{-n}\left\|N_{\xi}^{n}\right\|\right) \leq \mathrm{e}^{-c \xi^{2} n}[O(1)+o(1)] \leq \text { const. } \mathrm{e}^{-c \xi^{2} n} .
\end{aligned}
$$

Therefore this contribution is $O\left(\|\widehat{\phi}\|_{\infty} \int_{R / \sqrt{n}}^{K} \mathrm{e}^{-c n \xi^{2}} \mathrm{~d} \xi\right)=\frac{1}{\sqrt{n}} o_{R \rightarrow \infty}(1)$.
Contribution of $[-\boldsymbol{L}, \boldsymbol{L}] \backslash[-\boldsymbol{\kappa}, \boldsymbol{\kappa}]$ : By the assumptions of the proposition, there are no $c, t \in \mathbb{R}$ such that $f\left(X_{1}\right) \in c+t \mathbb{Z}$ a.s. By Proposition 8.15, $H(\mathrm{X}, \mathrm{f})=\{0\}$.

By Lemma 8.22, there is $\gamma>0$ such that $\rho\left(\mathcal{L}_{\xi}\right)<1-\gamma$ for all $\xi \in[-L, L] \backslash[-\kappa, \kappa]$. It follows that $\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right)\right| \leq\left\|\mathcal{L}_{\xi}^{n}\right\|<$ const. $\left(1-\frac{\gamma}{2}\right)^{n}$. Therefore, the contribution of $[-L, L] \backslash[-\kappa, \kappa]$ is bounded by

$$
\frac{1}{2 \pi} \int_{[K \leq|\xi| \leq L]}|\widehat{\phi}(\xi)|\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right)\right| \mathrm{d} \xi=O\left(\left(1-\frac{\gamma}{2}\right)^{n}\right)=o\left(\frac{1}{\sqrt{n}}\right) .
$$

Collecting all these contributions, we find that for each $R>1$,

$$
\frac{1}{2 \pi} \int_{-L}^{L} \mathrm{e}^{-\mathrm{i} \xi z_{n}} \widehat{\phi}(\xi) \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right) \mathrm{d} \xi=\frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2} n}} \widehat{\phi}(0)\left[1+o_{R \rightarrow \infty}(1)\right]+o\left(\frac{1}{\sqrt{n}}\right) .
$$

Taking $R \rightarrow \infty$, we obtain (8.21).
Proposition 8.25 (Lattice LLT) Suppose $t \in \mathbb{R}$ is the maximal number such that for some $c, f\left(X_{1}\right) \in c+t \mathbb{Z}$ almost surely (necessarily $t \neq 0$ ). Then for every $z_{N} \in t \mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{n}} \rightarrow z$, for every $k \in \mathbb{Z}$, $\mathbb{P}\left[S_{N}-z_{N}=k t\right]=[1+o(1)] \frac{t \mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2} N}}$.

Proof Without loss of generality, $\mathbb{E}\left(f\left(X_{1}\right)\right)=0$ and $t=1$. As we saw in $\S 5.2 .1$, it is sufficient to show that for every $k \in \mathbb{Z}$ and $z_{n} \in \mathbb{Z}$ such that $\frac{z_{n}}{\sqrt{n}} \rightarrow z$,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\pi}^{\pi} \mathrm{e}^{-\mathrm{i} t z_{n}} \mathrm{e}^{-\mathrm{i} \xi k} \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right) \mathrm{d} \xi \sim \frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2} n}} \tag{8.22}
\end{equation*}
$$

To see (8.22), we take $\kappa$ as in Proposition 8.21, split $[-\pi, \pi]$ into $[-R / \sqrt{n}, R / \sqrt{n}],[-\kappa, \kappa] \backslash[-R / \sqrt{n}, R / \sqrt{n}]$, and $[-\pi, \pi] \backslash[-\kappa, \kappa]$, and consider the contribution of each of these regions to the integral.
Contribution of $\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right]$ : As in the non-lattice case,

$$
\frac{1}{2 \pi} \int_{-R / \sqrt{n}}^{R / \sqrt{n}} \mathrm{e}^{-\mathrm{i} \xi z_{N}} \mathrm{e}^{-\mathrm{i} \xi k} \mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right) \mathrm{d} \xi \sim \frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2} n}}\left[1+o_{R \rightarrow \infty}(1)\right]
$$

Contribution of $[-\kappa, \kappa] \backslash\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right]$ : As in the lattice case, in this region, there exists $c^{\prime}>0$ such that

$$
\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right)\right| \leq \text { const. } \mathrm{e}^{-c^{\prime} \xi^{2} n}
$$

and therefore the contribution of $[-\kappa, \kappa] \backslash\left[-\frac{R}{\sqrt{n}}, \frac{R}{\sqrt{n}}\right]$ is bounded by $\frac{1}{\sqrt{n}} o_{R \rightarrow \infty}(1)$.
Contribution of $[-\pi, \pi] \backslash[-\kappa, \kappa]$ : By assumption, $t=1$ is the maximal $t$ for which there is a constant $c$ such that $f\left(X_{1}\right) \in c+t \mathbb{Z}$ a.s. Therefore, by Proposition $8.15, H(\mathrm{X}, \mathrm{f})=2 \pi \mathbb{Z}$, and $[-\pi, \pi] \backslash[-\kappa, \kappa]$ is a compact subset of $H(\mathrm{X}, \mathrm{f})^{c}$.

By Lemma 8.22, there is a $\gamma>0$ such that

$$
\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} \xi S_{n}}\right)\right| \leq\left\|\mathcal{L}_{\xi}^{n}\right\|<\text { const. }(1-\gamma)^{n} \text { for all } n \geq 1, \xi \in[-\pi, \pi] \backslash[-\kappa, \kappa]
$$

It follows that the contribution of $[-\pi, \pi] \backslash[-\kappa, \kappa]$ is $o(1 / \sqrt{n})$.
Summing these contributions, and passing to the limit as $R \rightarrow \infty$, we obtain (8.22).

### 8.5 Asymptotically Homogeneous Markov Chains

A Markov chain $\widetilde{\mathbb{X}}$ is called asymptotically homogeneous (with limit $\mathbf{X}$ ), if it has state spaces $\mathfrak{S}_{n}=\mathbb{\subseteq}$, and transition probabilities

$$
\tilde{\pi}_{n, n+1}(x, \mathrm{~d} y)=\left[1+\varepsilon_{n}(x, y)\right] \pi(x, \mathrm{~d} y), \text { where } \sup \left|\varepsilon_{n}\right| \xrightarrow[n \rightarrow \infty]{ } 0
$$

and $\pi(x, \mathrm{~d} y)$ is the transition probability of a homogeneous Markov chain X on $\mathbb{G}$. An additive functional $\widetilde{\mathrm{f}}=\left\{\widetilde{f}_{n}\right\}_{n \geq 1}$ on $\widetilde{\mathrm{X}}$ is called asymptotically homogeneous (with limit $f$ ), if

$$
\sup \left|\tilde{f}_{n}-f\right| \underset{n \rightarrow \infty}{ } 0 \text { for some } f: \mathbb{S} \times \mathbb{S} \rightarrow \mathbb{R}
$$

Clearly, all homogeneous Markov chains and homogeneous additive functionals are asymptotically homogeneous.

If $\widetilde{X}$ is uniformly elliptic, then $X$ must also be uniformly elliptic. Conversely, if $X$ is uniformly elliptic, then some truncation $\widetilde{X}_{r}:=\left\{X_{n}\right\}_{n \geq r}$ is uniformly elliptic. To see this, take $r$ so large that sup $\left|\varepsilon_{n}\right|<\frac{1}{2}$ for all $n \geq r$.

Suppose $\widetilde{X}$ is uniformly elliptic. Then $X$ is uniformly elliptic, and by Lemma $8.8, X$ has a unique stationary measure $\mu$. There is no loss of generality in assuming that X itself is stationary, otherwise we change the initial distribution to $\mu$. By Corollary 2.9, we can write

$$
\widetilde{\pi}_{n, n+1}(x, \mathrm{~d} y)=\widetilde{p}_{n}(x, y) \mu(\mathrm{d} y), \widetilde{p}_{n}(x, y):=\left[1+\varepsilon_{n}(x, y)\right] p(x, y),
$$

where $\mu(\mathrm{d} x)$ is the stationary measure of $\mathrm{X}, \sup \left|\varepsilon_{n}\right| \rightarrow 0$, and where for some constant $\epsilon_{0}>0,0 \leq p \leq \epsilon_{0}^{-1}$, and $\int p(x, y) p(y, z) \mu(\mathrm{d} y) \geq \epsilon_{0}$.

Henceforth, we assume that $\widetilde{\mathrm{X}}$ is a uniformly elliptic asymptotically homogeneous Markov chain with a stationary limit X , and $\widetilde{f}$ is a uniformly bounded asymptotically homogeneous additive functional on $\widetilde{X}$, with limit $f$. Let $\mathrm{f}:=\left\{f_{n}\right\}$, where $f_{n}=f$.

Theorem 8.26 Let $\mathrm{g}:=\widetilde{\mathrm{f}}-\mathrm{f}$.
(1) If $(\mathrm{X}, \mathrm{g})$ is center-tight, then $G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$.
(2) Otherwise, $G_{\text {ess }}(\widetilde{X}, f)=\mathbb{R}$.
(3) In particular, $G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=\mathbb{R}$ whenever it is not true that for some bounded measurable function $a(x)$ and $c, t \in \mathbb{R}, f\left(X_{1}, X_{2}\right)+a\left(X_{1}\right)-a\left(X_{2}\right)+c \in t \mathbb{Z}$ a.s. with respect to the stationary law of X . In this case, $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$ satisfies the non-lattice LLT (5.1).

Proof Let $\widetilde{\mathrm{X}}_{r}:=\left\{\widetilde{X}_{n}\right\}_{n \geq r}$ and $\widetilde{\mathfrak{f}}_{r}:=\left\{\widetilde{f}_{n}\right\}_{n \geq r}$. Similarly, define $\mathrm{X}_{r}, \mathrm{f}_{r}$. Discarding a finite number of terms does not change the essential range (since any functional which is identically zero for large $n$ is center-tight). Therefore

$$
G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=G_{\text {ess }}\left(\widetilde{\mathrm{X}}_{r}, \tilde{\mathrm{f}}_{r}\right) \text { and } G_{\text {ess }}\left(\mathrm{X}_{r}, \tilde{\mathrm{f}}_{r}\right)=G_{\text {ess }}(\mathrm{X}, \widetilde{\mathrm{f}})
$$

Pick $r$ so large, that $\frac{1}{2} \leq \frac{\widetilde{p}_{n}(x, y)}{p(x, y)} \leq 2$ for all $n \geq r$. Then $\widetilde{X}_{r}$ and $X_{r}$ are related by a change of measure with bounded weights, and therefore (by Example 4.12),

$$
G_{e s s}\left(\widetilde{\mathrm{X}}_{r}, \widetilde{\mathrm{f}}_{r}\right)=G_{\text {ess }}\left(\mathrm{X}_{r}, \tilde{\mathrm{f}}_{r}\right)
$$

It follows that $G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=G_{\text {ess }}(\mathrm{X}, \widetilde{\mathrm{f}})$.
If g is center-tight then $G_{\text {ess }}(\mathrm{X}, \widetilde{\mathrm{f}})=G_{\text {ess }}(\mathrm{X}, \mathrm{f}+\mathrm{g})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})$, and we obtain the first part of the theorem.
Now suppose that $g$ is not center-tight. By Theorem 4.4, to see that $G_{\text {ess }}(X, \widetilde{f})=\mathbb{R}$, it is sufficient to show that $H(\mathrm{X}, \widetilde{\mathrm{f}})=\{0\}$. Equivalently:

$$
D_{N}(\xi, \widetilde{f}) \xrightarrow[N \rightarrow \infty]{\longrightarrow} \infty \text { for all } \xi \neq 0
$$

where $D_{N}$ are the structure constants associated to X , see §2.3.2.
Recall also the structure constants $d_{n}(\xi, \mathrm{f})$. Since X is stationary, $\left\{X_{n}\right\}_{n \geq 1}$ is a stationary stochastic process, and $d_{n}(\xi, \mathrm{f})$ are all equal. Call their common value $\mathfrak{D}(\xi)$. By Lemma 2.16(2) we have

$$
\mathfrak{D}^{2}(\xi)=d_{n}^{2}(\xi, \mathrm{f}) \leq 8\left[d_{n}(\xi, \widetilde{\mathrm{f}})^{2}+d_{n}(\xi, \mathrm{~g})^{2}\right] .
$$

Asymptotic homogeneity says that $\left\|g_{n}\right\|_{\infty} \xrightarrow[n \rightarrow \infty]{ } 0$, therefore $d_{n}^{2}(\xi, g) \xrightarrow[n \rightarrow \infty]{\longrightarrow} 0$. So for some $n_{0}=n_{0}(\xi)$, for every $n \geq n_{0}, d_{n}^{2}(\xi, \tilde{\mathfrak{f}}) \geq \frac{\mathfrak{D}^{2}(\xi)}{10}$. Hence

$$
D_{N}^{2}(\xi, \widetilde{\mathrm{f}}) \equiv \sum_{n=3}^{N} d_{n}^{2}(\xi, \widetilde{\mathrm{f}}) \geq \frac{\left(N-n_{0}\right) \grave{\mathrm{D}}^{2}(\xi)}{10} \rightarrow \infty, \text { whenever } \mathfrak{D}(\xi) \neq 0
$$

Next we consider the case when $\mathfrak{D}(\xi)=0$ and $\xi \neq 0$. In this case for a.e. hexagon $P \in \operatorname{Hex}(n), \mathrm{e}^{\mathrm{i} \xi \Gamma(f, P)}=1$, where $\Gamma(\mathrm{f}, \cdot)$ denotes the balance for f . Hence

$$
\mathrm{e}^{\mathrm{i} \xi \Gamma(\tilde{\mathrm{f}} \cdot \cdot)}=\mathrm{e}^{\mathrm{i} \xi \Gamma(\mathrm{~g}, \cdot)}
$$

and so $d_{n}(\xi, \widetilde{\mathrm{f}})=d_{n}(\xi, \mathrm{~g})$.
Let $\gamma_{N}:=\max _{n \geq N}$ ess sup $\left|g_{n}\right|$, and fix $\tau_{0}>0$ s.t. $\left|\mathrm{e}^{\mathrm{i} t}-1\right|^{2} \geq \frac{1}{2} t^{2}$ for all $|t|<\tau_{0}$. If $0<|\eta| \leq \tau_{0}\left(6 \gamma_{N}\right)^{-1}$, then (4.14) tells us that for every $n \geq N$,

$$
d_{n}^{2}(\eta, \mathrm{~g}) \geq \frac{\eta^{2}}{2} u_{n}^{2}(\mathrm{~g}) \text { for all } n>N+3
$$

By assumption, g is not center-tight, so $\sum u_{n}^{2}(\mathrm{~g})=\infty$. It follows that $D_{N}(\eta, \mathrm{~g}) \rightarrow \infty$ for all $0<|\eta| \leq \tau_{0}\left(6 \gamma_{N}\right)^{-1}$.
By assumption, $\gamma_{N} \rightarrow 0$, so $D_{N}(\xi, g) \rightarrow \infty$, whence

$$
D_{N}^{2}(\xi, \widetilde{\mathrm{f}})=\sum_{n=3}^{N} d_{n}^{2}(\overleftarrow{\xi}, \widetilde{\mathrm{f}})=\sum_{n=3}^{N} d_{n}^{2}(\xi, \mathrm{~g})=D_{N}^{2}(\xi, \mathrm{~g}) \rightarrow \infty
$$

also when $D(\xi)=0$ (but $\xi \neq 0$ ). This completes the proof that $G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{f})=\mathbb{R}$, whenever g is not center-tight.
We proved parts (1) and (2) of the theorem. We now prove part (3). Suppose $f$ is not a.s. a homogeneous gradient plus a constant, modulo some group $t \mathbb{Z}$. By Theorem $8.9, G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$. If $\mathrm{g}:=\widetilde{\mathrm{f}}-\mathrm{f}$ is center-tight, then $G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, by the first part of the theorem. If g is not center-tight, then $G_{\text {ess }}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=\mathbb{R}$ by the second part of the theorem. In both cases $G_{\text {ess }}(\widetilde{X}, \widetilde{f})=\mathbb{R}$.

Lemma 8.27 If f is not the sum of a homogeneous gradient and a constant, then the variance of $S_{N}(\widetilde{\mathrm{f})}$ with respect to $\widetilde{\mathrm{X}}$ satisfies $\operatorname{Var}\left[S_{N}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})\right] \asymp N$ as $N \rightarrow \infty$.

Proof Choose $r$ so large that sup $\left|\varepsilon_{n}(x, y)\right|<\frac{1}{2}$ for all $n \geq r$. Then for $n \geq r+3$, the hexagon measures of $\widetilde{X}$ and $X$ on Hex ( $n$ ) differ by a density uniformly bounded away from zero and infinity (see Example 4.12). It follows that

$$
u_{n}^{2}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}}) \asymp u_{n}^{2}(\mathrm{X}, \widetilde{\mathrm{f}})
$$

Next, by the assumption sup $\left|\widetilde{f}_{n}-f_{n}\right| \xrightarrow[n \rightarrow \infty]{ } 0,\left|u_{n}^{2}(\mathrm{X}, \widetilde{\mathrm{f}})-u_{n}^{2}(\mathrm{X}, \mathrm{f})\right| \rightarrow 0$. Therefore

$$
\frac{1}{N} \sum_{n=3}^{N} u_{n}^{2}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}}) \asymp \frac{1}{N} \sum_{n=3}^{N} u_{n}^{2}(\mathrm{X}, \widetilde{\mathrm{f}}) \asymp \frac{1}{N} \sum_{n=3}^{N} u_{n}^{2}(\mathrm{X}, \mathrm{f})+o(1)
$$

By Theorem 3.6, $\frac{1}{N} \sum_{n=3}^{N} u_{n}^{2}(\mathrm{X}, \mathrm{f}) \asymp \frac{1}{N}\left[V_{N}+O(1)\right]$, where $V_{N}$ is the variance of $S_{N}(\mathrm{f})$ with respect to the (stationary homogeneous) limit Markov chain X.

By Theorem 8.9(1) and the assumption that f is not a homogeneous gradient plus a constant, $V_{N} \sim \sigma^{2} N$ where $\sigma^{2} \neq 0$. So $\frac{1}{N} \sum_{n=3}^{N} u_{n}^{2}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}}) \asymp 1$.

The lemma now follows from the variance estimates in Theorem 3.6.
Next we discuss the large deviation thresholds for $(\widetilde{X}, \widetilde{f})$ (see §7.4).

## Theorem 8.28

(a) If f is not a homogeneous gradient plus a constant, then $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$ has full large deviations regime, and $\mathrm{c}_{ \pm}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=$ $\mathfrak{c}_{ \pm}(\mathrm{X}, \mathrm{f})=\mathrm{r}_{ \pm}(\mathrm{X}, \mathrm{f})$.
(b) If $f$ is a homogeneous gradient plus a constant, and $\widetilde{f}$ is not center-tight, then $c_{+}(\widetilde{\mathrm{X}}, \widetilde{\mathfrak{f}})=+\infty, c_{-}(\widetilde{\mathrm{X}}, \widetilde{\mathfrak{f}})=-\infty$.

Proof Suppose f is not a homogeneous gradient plus a constant. By the previous lemma, $\widetilde{V}_{N}:=\operatorname{Var}\left(\widetilde{\mathrm{X}}, S_{N}(\widetilde{\mathrm{f}})\right) \asymp$ $N$, and therefore

$$
\frac{\left\|S_{N}(\widetilde{\mathrm{f}})-S_{N}(\mathrm{f})\right\|_{\infty}}{\widetilde{V}_{N}}=O\left(\frac{1}{N} \sum_{n=1}^{N}\left\|\widetilde{f}_{n}-f_{n}\right\|_{\infty}\right) \underset{N \rightarrow \infty}{\longrightarrow} 0
$$

By Lemma 7.34, ( $\widetilde{X}, \widetilde{f})$ and $(\widetilde{X}, f)$ have the same admissible sequences. So

$$
c_{ \pm}(\widetilde{\mathrm{X}}, \widetilde{f})=c_{ \pm}(\widetilde{\mathrm{X}}, \mathrm{f}) .
$$

Given $r$, let $\widetilde{X}_{r}:=\left\{\widetilde{X}_{n}\right\}_{n \geq r}$ and $X_{r}:=\left\{X_{n}\right\}_{n \geq r}$. It is not difficult to see, using Theorem 7.26 with intervals much larger than $r$ ess sup $|f|$, that

$$
c_{ \pm}(\widetilde{\mathrm{X}}, \mathrm{f})=\mathfrak{c}_{ \pm}\left(\widetilde{\mathrm{X}}_{r}, \mathrm{f}_{r}\right) \text { and } \mathfrak{c}_{ \pm}(\mathrm{X}, \mathrm{f})=\mathfrak{c}_{ \pm}\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right) .
$$

By asymptotic homogeneity, we can choose $r$ so large so that $\sup \left|\varepsilon_{n}(x, y)\right|<\frac{1}{2}$ for all $n \geq r$. In this case $\widetilde{\mathrm{X}}_{r}$ and $X_{r}$ are related by a change of measure with bounded weights. By Lemma 7.33, $c_{ \pm}\left(\widetilde{X}_{r}, f_{r}\right)=c_{ \pm}\left(X_{r}, f_{r}\right)$.

In summary, $c_{ \pm}(\widetilde{\mathrm{X}}, \tilde{f})=\mathfrak{c}_{ \pm}(\widetilde{\mathrm{X}}, f)=\mathfrak{c}_{ \pm}\left(\widetilde{\mathrm{X}}_{r}, \mathrm{f}_{r}\right)=\mathfrak{c}_{ \pm}\left(\mathrm{X}_{r}, \mathrm{f}_{r}\right)=\tau_{ \pm}(\mathrm{X}, \mathrm{f})$. Similarly, one shows that $\mathrm{r}_{ \pm}(\widetilde{\mathrm{X}}, \tilde{\mathrm{f}})=\mathrm{r}_{ \pm}(\mathrm{X}, \mathrm{f})$. By Theorem 8.12, $\mathfrak{c}_{ \pm}(\mathrm{X}, \mathrm{f})=\mathrm{r}_{ \pm}(\mathrm{X}, \mathrm{f})$, and the proof of part (a) is complete.

In the proof of part (b) we may assume that $\mathfrak{f}=0$ and $\mathbb{E}\left(\widetilde{f}_{n}\right)=0$ for all $n$, since adding a homogeneous gradient and centering does not change $c_{ \pm}$.

Write $S_{N}=S_{N}(\widetilde{\mathrm{X}}, \widetilde{\mathfrak{f}}), \quad S_{n_{1}, n_{2}}=\sum_{k=n_{1}}^{n_{2}-1} \widetilde{f}_{k}\left(\widetilde{X}_{k}, \widetilde{X}_{k+1}\right), \quad \widetilde{V}_{N}=\operatorname{Var}\left(S_{N}(\widetilde{\mathrm{X}}, \widetilde{\mathfrak{f}})\right)$. Since $\widetilde{f}$ is not center-tight, $\widetilde{V}_{N} \rightarrow$ $\infty$.

Divide the interval $[0, N]$ into blocks

$$
\begin{equation*}
\left[n_{1}, n_{2}\right] \cup\left\{n_{2}+1\right\} \cup\left[n_{3}, n_{4}\right] \cup \cdots \cup\left[n_{k_{N}}, n_{k_{N}+1}\right] \cup\left\{n_{k_{N}+1}+1\right\} \cup\left[n_{k_{N}+2}, N\right], \tag{8.23}
\end{equation*}
$$

where for $i$ odd, $n_{i+1}$ is the minimal $n>n_{i}+1$ such that $\operatorname{Var}\left(S_{n_{i}, n}\right) \geq 1$, and for $i$ even, $n_{i+1}:=n_{i}+2$. We denote the maximal odd $i$ with $n_{i}+1 \leq N$ by $k_{N}$.

Since $\left\|\widetilde{f}_{n}\right\|_{\infty} \equiv\left\|\widetilde{f}_{n}-f_{n}\right\|_{\infty} \rightarrow 0$, we have $\lim _{\ell \rightarrow \infty} \lim _{N \rightarrow \infty} \min \left\{n_{j+1}-n_{j}: \ell \leq j \leq k_{N}\right.$ odd $\}=\infty$. From the identity $\operatorname{Var}\left(S_{n_{i}, n+1}\right)=\operatorname{Var}\left(S_{n_{i}, n}\right)+\operatorname{Var}\left(\widetilde{f_{n}}\right)+2 \operatorname{Cov}\left(S_{n_{i}, n}, \widetilde{f_{n}}\right)$ and the mixing estimate (2.13), we see that there is $M_{0}>1$ s.t.

$$
1 \leq \operatorname{Var}\left(S_{n_{i}, n_{i+1}}\right) \leq M_{0} \text { for odd } i \leq k_{N} \text {, and } \operatorname{Var}\left(S_{n_{k_{N}+2}, N}\right) \leq M_{0} .
$$

Similarly, as $\left\|\widetilde{f}_{n}\right\|_{\infty} \rightarrow 0, \lim _{j \rightarrow \infty} \operatorname{~odd} \operatorname{Var}\left(S_{n_{j}, n_{j+1}}\right)=1$ and $\lim _{j \rightarrow \infty \text { odd }} \operatorname{Var}\left(S_{n_{j}, n_{j+1}+1}\right)=1$.
Next we claim that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{\widetilde{V}_{N}} \sum_{j \leq k_{N} \text { odd }} \operatorname{Var}\left(S_{n_{j}, n_{j+1}+1}\right)=1 \tag{8.24}
\end{equation*}
$$

Clearly, $\widetilde{V}_{N}=\sum_{j \leq k_{N}+2 \text { odd }} \operatorname{Var}\left(S_{n_{j}, n_{j+1}+1}\right)+2 \sum_{i<j \leq k_{N}+2 \text { odd }} \operatorname{Cov}\left(S_{n_{i}, n_{i+1}+1}, S_{n_{j}, n_{j+1}+1}\right)$ (with the convention that $\left.n_{k_{N}+3}:=N-1\right)$. Since $\operatorname{Var}\left(S_{n_{k_{N}}+2, N}\right) \leq M_{0}$ and $\widetilde{V}_{N} \rightarrow \infty$, to prove (8.24) it suffices to show that

$$
\begin{equation*}
\lim _{j \rightarrow \infty} \sum_{i=1}^{j-1}\left|\operatorname{Cov}\left(S_{n_{i}, n_{i+1}+1}, S_{n_{j}, n_{j+1}+1}\right)\right|=0 . \tag{8.25}
\end{equation*}
$$

By Proposition 2.13, the LHS of (8.25) is at most

$$
\sum_{p \leq n_{j}, q \geq n_{j}} C_{m i x} \theta^{q-p}\left\|f_{p}\right\|_{\infty}\left\|f_{q}\right\|_{\infty} \leq \sum_{p \leq 0, q \geq 0} C_{m i x} \theta^{q-p} \sup _{p \in \mathbb{N}}\left\|f_{p}\right\|_{\infty} \sup _{q \geq n_{j}}\left\|f_{q}\right\|_{\infty},
$$

which tends to 0 , since the last term tends to 0 . This proves (8.25) and hence (8.24).
Let $\beta_{N}$ denote the number of blocks in the decomposition (8.23). Since $\lim _{j \rightarrow \infty} \operatorname{dard}\left(S_{n_{j}, n_{j+1}+1}\right)=1$, (8.24) implies that for large $N$,

$$
\widetilde{V}_{N} / 2 \leq \beta_{N} \leq 2 \widetilde{V}_{N} .
$$

Let $M_{j}=\max _{n_{j} \leq l \leq n_{j+1}}\left\|\widetilde{f}_{l}\right\|_{\infty}$, then $M_{j} \rightarrow 0$. Applying Dobrushin's CLT to the array

$$
\tilde{f}_{l} / M_{j}, \quad n_{j} \leq l \leq n_{j+1}, \quad j \text { is odd, } \quad j \geq 1,
$$

we obtain that $S_{n_{j}, n_{j+1}} / \sqrt{\operatorname{Var}\left(S_{n_{j}, n_{j+1}}\right)}$ is asymptotically normal. So for each $z>0$ there exists $\eta(z)>0$ such that for all $j$ large enough, except perhaps the last one,

$$
\begin{equation*}
\mathbb{P}\left(S_{n_{j}, n_{j+1}} \geq 3 z\right) \geq \eta(z) . \tag{8.26}
\end{equation*}
$$

For $j=k_{N}+2$ (the last one), $\mathbb{P}\left[\left|S_{j, N}\right| \leq 2\right] \geq \frac{3}{4}$, by the Chebyshev inequality.
An ellipticity argument similar to the one we used in the proof of Theorem 8.12 now shows that as $N \rightarrow \infty$, $\mathbb{P}\left(S_{N} \geq \beta_{N} z\right) \geq c \epsilon_{0}^{\beta_{N}} \eta^{\beta_{N}}$.
(The constant $c \widetilde{V}_{N}$ incorporates the contribution of the blocks (with small $j$ or $j=k+2$ ) where (8.26) fails.)
Recalling that $\widetilde{V}_{N} \leq 2 \beta_{N}$, we obtain $\mathbb{P}\left(S_{N} \geq \widetilde{V}_{N} z\right) \geq c \epsilon_{0}^{\beta_{N}} \eta(2 z)^{\beta_{N}}$. Next, by the CLT for $S_{N}, \mathbb{P}\left[S_{N} \leq\right.$ $\left.\widetilde{V}_{N} z\right] \geq \mathbb{P}\left[S_{N} \leq 0\right] \rightarrow \frac{1}{2}$. Theorem 7.30 now tells us that

$$
z_{N}:=(z-\varepsilon) \widetilde{V}_{N} \text { is admissible for each } \varepsilon>0 .
$$

It follows that $z-\varepsilon:=\lim \frac{z_{N}-\mathbb{B}\left(S_{N}\right)}{\tilde{\mathrm{V}}_{N}}$ is inside ( $\left.\mathfrak{c}_{-}, \mathfrak{c}_{+}\right)$for each $\varepsilon>0$, whence $\mathrm{c}^{+}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}}) \geq z$. Since $z$ is arbitrary, $c^{+}(\widetilde{\mathrm{X}}, \widetilde{f})=+\infty$. Similarly, $c_{-}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})=-\infty$.

It is worthwhile to spell out the results of the present section in the special case when the limit $f$ is identically equal to zero.

Corollary 8.29 (Asymptotically Negligible Functionals) Suppose sup $\left|\widetilde{f_{n}}\right| \rightarrow 0$ and $\mathbb{E}\left(\widetilde{f_{n}}\right)=0$. Then:

- Either $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$ is center-tight, and $\sum_{n=1}^{\infty} \widetilde{f}_{n}$ converges almost surely;
- or $(\widetilde{\mathrm{X}}, \widetilde{f})$ is not center-tight, satisfies the non-lattice LLT (5.1) and $(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})$ has full large deviations regime with thresholds $c_{ \pm}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})= \pm \infty$.

Proof The non center-tight case follows from the previous results, with $f \equiv 0$.
In the center-tight case, the results of Chapter 3 tell us that

$$
\widetilde{f}_{n}(x, y)=a_{n+1}(y)-a_{n}(x)+h_{n}(x, y)+c_{n} \quad \text { where } \quad \sum_{n} \operatorname{Var}\left(h_{n}\right)<\infty .
$$

Moreover, we can obtain such a decomposition with $\left\|a_{n}\right\|_{\infty} \rightarrow 0$, see (3.6). Changing $a_{n}$ if necessary, we may also assume that $\mathbb{E}\left(a_{n}\right)=0$, in which case $\mathbb{E}\left(\widetilde{f_{n}}\right)=0=\mathbb{E}\left(h_{n}+c_{n}\right)$. Therefore the additive functional $\widetilde{\mathrm{h}}=\mathrm{h}+\mathrm{c}$ has zero mean and finite variance. Hence by Theorem 3.12,

$$
\sum_{n=1}^{\infty}\left(h_{n}+c_{n}\right) \text { converges almost surely. }
$$

In summary $S_{N}(\widetilde{\mathrm{f}})-a_{N}+a_{1}$ converges almost surely, and hence $S_{N}(\widetilde{\mathrm{f}})-a_{N}$ converges almost surely. Since $\lim _{N \rightarrow \infty} a_{N}=0$, the proof is complete.

Corollary 8.30 Suppose sup $\left|\widetilde{f}_{n}\right| \rightarrow 0$ and $\mathbb{E}\left(\widetilde{f_{n}}\right)=0$. Then:

- Either $S_{N}(\widetilde{\mathrm{f}})$ converges a.s. to some random variable $\mathcal{S}$, in which case for each function $\phi \in C_{c}(\mathbb{R})$,

$$
\lim _{N \rightarrow \infty} \mathbb{E}\left(\phi\left(S_{N}\right)\right)=\mathbb{E}(\phi(\mathcal{S}))
$$

- $\operatorname{or} S_{N}(\widetilde{\mathrm{f}})$ satisfies a non-lattice LLT, in which case, for every $\phi \in C_{c}(\mathbb{R})$,

$$
\lim _{N \rightarrow \infty} \sqrt{V_{N}} \mathbb{E}\left(\phi\left(S_{N}\right)\right)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} \phi(s) \mathrm{d} s
$$

### 8.6 Equicontinuous Additive Functionals

In this section we examine the consequences of topological assumptions on $f$ and $X$. We will say that $(X, f)$ is equicontinuous, if the following three assumptions hold:
(T) $\Im_{n}$ are complete separable metric spaces.
( $\Sigma$ ) • $\pi_{n, n+1}(x, \mathrm{~d} y)=p_{n}(x, y) \mu_{n+1}(\mathrm{~d} y)$ where $\epsilon_{0}^{-1} \leq p_{n} \leq \epsilon_{0}$ for some $\epsilon_{0}>0$ independent of $n$, and - for every $\varepsilon>0$ there exists $\delta>0$ such that for every $n$, for every ball $B \subset \Im_{n}$ with radius $\varepsilon, \mu_{n}(B)>\delta$.
(U) For some $K<\infty$, ess sup $|\mathrm{f}|<K$, and for every $\varepsilon>0 \exists \delta>0$ such that

$$
\sup \left\{\left|f_{n}\left(x^{\prime}, x^{\prime \prime}\right)-f_{n}\left(y^{\prime}, y^{\prime \prime}\right)\right|: n \in \mathbb{N}, \begin{array}{l}
x^{\prime}, y^{\prime} \in \Im_{n} \text { s.t. } d\left(x^{\prime}, y^{\prime}\right) \leq \delta \\
x^{\prime \prime}, y^{\prime \prime} \in \Im_{n+1} \text { s.t. } d\left(x^{\prime \prime}, y^{\prime \prime}\right) \leq \delta
\end{array}\right\}<\varepsilon
$$

In particular, by $(\Sigma), X$ is uniformly elliptic (even one-step uniformly elliptic).
Theorem 8.31 Suppose ( $\mathrm{X}, \mathrm{f}$ ) is equicontinuous, and $\Im_{n}$ are connected. Then either $(\mathrm{X}, \mathrm{f})$ is center-tight, or $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, and $(\mathrm{X}, \mathrm{f})$ satisfies the non-lattice LLT (5.1).

Proof Assume (X,f) is not center-tight. Choose $c_{1}>0$ such that $\left|\mathrm{e}^{\mathrm{i} \theta}-1\right|^{2}=4 \sin ^{2}\left(\frac{\theta}{2}\right) \geq c_{1} \theta^{2}$ for all $|\theta| \leq 0.1$. Fix $\xi \neq 0$.

We consider the following two cases:
(I) $\exists N_{0}$ such that $|\xi \Gamma(P)|<0.1$ for every hexagon $P \in \operatorname{Hex}(n)$ and $n \geq N_{0}$.
(II) $\exists n_{k} \uparrow \infty$ and hexagons $P_{n_{k}} \in \operatorname{Hex}\left(n_{k}\right)$ such that $\left|\xi \Gamma\left(P_{n_{k}}\right)\right| \geq 0.1$.

In case $(\mathrm{I})$, for all $n \geq N_{0}, d_{n}^{2}(\xi)=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma}-1\right|^{2}\right) \geq c_{1} \mathbb{E}\left(\Gamma^{2}\right) \equiv c_{1} u_{n}^{2}$. By non center-tightness, $\sum u_{n}^{2}=\infty$, whence $\sum d_{n}^{2}(\xi)=\infty$.

In case (II), for every $k$ there is a position $n_{k}$ hexagon $P_{n_{k}}$ with $\left|\xi \Gamma\left(P_{n_{k}}\right)\right| \geq 0.1$. There is also a position $n_{k}$ hexagon $P_{n_{k}}^{\prime}$ with balance zero, e.g. $\left(\begin{array}{ll}a & b \\ b & c \\ & d\end{array}\right)$. We would like to apply the intermediate value theorem to deduce the existence of $\bar{P}_{n_{k}} \in \operatorname{Hex}\left(n_{k}\right)$ such that $0.05<\xi \Gamma\left(\bar{P}_{n_{k}}\right)<0.1$. To do this we note that:

- Because of $(\Sigma)$, the space of admissible position $n_{k}$ hexagons is homeomorphic to $\Im_{n_{k}-2} \times \mathfrak{S}_{n_{k}-1}^{2} \times \mathbb{S}_{n_{k}}^{2} \times \Im_{n_{k}}$.
- The product of connected topological spaces is connected.
- Real-valued continuous functions on connected topological spaces satisfy the intermediate value theorem.
- The balance of hexagon depends continuously on the hexagon.

So $\bar{P}_{n_{k}}$ exists. Necessarily, $\left|\mathrm{e}^{\mathrm{i} \xi \Gamma\left(\bar{P}_{n_{k}}\right)}-1\right| \geq c_{1} \xi^{2} \Gamma^{2}\left(\bar{P}_{n_{k}}\right) \geq c_{1} \xi^{2} \cdot 0.05^{2}=: c_{2}$.
By the equicontinuity of $\mathrm{f}, \exists \epsilon>0$ such that $\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|>\frac{1}{2} c_{2}$ for every hexagon whose coordinates are in the $\epsilon$-neighborhood of the coordinates of $\bar{P}_{n_{k}}$. By $(\Sigma)$, this collection of hexagons has measure $\geq \delta$ for some $\delta>0$ independent of $k$. So $d_{n_{k}}^{2}(\xi) \geq \frac{1}{2} c_{2} \delta$. Summing over all $k$, we find that $\sum d_{n_{k}}^{2}(\xi)=\infty$. Since $\xi \neq 0$ was arbitrary, $H(\mathrm{X}, \mathrm{f})=\{0\}$, and this implies that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$.

Theorem 8.32 Suppose ( $\mathrm{X}, \mathrm{f}$ ) is equicontinuous, and $V_{N} \geq$ const. $N$ for some positive constant. Then ( $\mathrm{X}, \mathrm{f}$ ) has full large deviations regime, and

$$
\begin{equation*}
\mathfrak{c}_{-}=\limsup _{N \rightarrow \infty} \frac{\inf S_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}, \mathfrak{c}_{+}=\liminf _{N \rightarrow \infty} \frac{\sup S_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}} \tag{8.27}
\end{equation*}
$$

where the infima and suprema are taken over all of $\mathfrak{S}_{1} \times \cdots \times \mathfrak{S}_{N+1}$.
Example 7.36 shows that the equicontinuity assumption on $f$ cannot be removed.
Proof Changing $f$ by constants, it is possible to assume without loss of generality that $\mathbb{E}\left(S_{N}\right)=0$ for all $N$.
The inequalities $0<\mathfrak{c}_{+} \leq \mathfrak{r}_{+} \leq \lim \inf V_{N}^{-1}$ sup $S_{N}$ are always true, therefore to show the identity for $\mathfrak{c}_{+}$it is sufficient to prove that $\mathrm{c}_{+} \geq \lim \inf V_{N}^{-1} \sup S_{N}$.

Fix $z, \varepsilon>0$ such that $0<z+\varepsilon<\liminf _{N \rightarrow \infty} V_{N}^{-1} \sup S_{N}$. For all sufficiently large $N$ there is a sequence $\tilde{x}_{1}, \ldots, \widetilde{x}_{N+1}$ s.t.

$$
\sum_{j=1}^{N} f_{j}\left(\tilde{x}_{j}, \tilde{x}_{j+1}\right) \geq(z+\varepsilon) V_{N}
$$

Let $B(x, r)$ denote the open ball with center $x$ and radius $r$. By ( U ) and the fact that $V_{N} \geq$ const. $N$, there is $r>0$ such that if $X_{j} \in B\left(\widetilde{x}_{j}, r\right)$ for $2 \leq j \leq N+1$, then for all $N$ large enough, $\sum_{j=1}^{N} f_{j}\left(X_{j}, X_{j+1}\right) \geq(z+\varepsilon / 2) V_{N}$.

By $(\Sigma)$, all balls in $\Im_{n}$ with radius $r$ have $\mu_{n}$-measure bounded below by $\delta$, for some positive constant $\delta=\delta(r)$. Therefore

$$
\begin{aligned}
& \mathbb{P}\left[X_{2} \in B\left(\widetilde{x}_{2}, r\right), \ldots, X_{N+1} \in B\left(\widetilde{x}_{N+1}, r\right)\right] \\
& =\int_{\Xi_{1}} \int_{B\left(\widetilde{x}_{2}, r\right)} \cdots \int_{B\left(\widetilde{x}_{N+1}, r\right)} p_{1}\left(x_{1}, x_{2}\right) \cdots p_{n}\left(x_{N}, x_{N+1}\right) \pi_{1}\left(\mathrm{~d} x_{1}\right) \mu_{2}\left(\mathrm{~d} x_{2}\right) \cdots \mu_{N+1}\left(\mathrm{~d} x_{N+1}\right) \\
& \geq \epsilon_{0}^{N} \delta^{N} .
\end{aligned}
$$

Hence there is $0<\eta<1$ such that for all $N$ large enough,

$$
\mathbb{P}\left(S_{N} \geq(z+\varepsilon / 3) V_{N}\right) \geq \eta^{N}
$$

Next, by the CLT and the assumptions that $\mathbb{E}\left(S_{N}\right)=0$ and $z>0$, if $\varepsilon$ is small enough and $N$ is large enough, then

$$
\mathbb{P}\left[S_{N} \leq(z-\varepsilon) V_{N}\right] \geq \mathbb{P}\left[S_{N} \leq 0\right]=\frac{1}{2}+o(1) \geq \eta^{N}
$$

By Theorem 7.30, $z_{N}=z V_{N}$ is admissible. In particular (see §7.4.2), $z \leq \mathfrak{c}_{+}$. Passing to the supremum over $z$, we obtain that $\mathfrak{c}_{+} \geq \lim \inf V_{N}^{-1} \sup S_{N}$, whence $\mathfrak{c}_{+}=\lim \inf V_{N}^{-1} \sup S_{N}$. The identity for $\mathfrak{c}_{-}$follows by symmetry.

By (8.27), for each $N$, there is a finite sequence $\mathbf{x}^{ \pm}(N):=\left(x_{1, N}^{ \pm}, x_{2, N}^{ \pm}, \ldots, x_{N+1, N}^{ \pm}\right)$such that $\mathfrak{c}_{ \pm}=$ $\lim _{N \rightarrow \infty} \frac{1}{V_{N}} \sum_{n=1}^{N}\left(f_{n}\left(x_{n, N}^{ \pm}, x_{n+1, N}^{ \pm}\right)-\mathbb{E}\left(S_{N}\right)\right)$.

Our next result says that when $\mathfrak{S}_{i}$ are all compact, one can choose $\mathbf{x}^{ \pm}(N)$ consistently, i.e. to have a common extension to an infinite sequence. Such infinite sequences appear naturally in statistical mechanics, where they are called "ground states."

An infinite sequence $\mathbf{x}=\left(x_{1}, x_{2}, \ldots\right) \in \prod_{i=1}^{\infty} \Im_{i}$ is called a maximizer, if $\forall N \geq 3$, for all $y_{i} \in \Im_{i}$,

$$
\begin{equation*}
\sum_{n=1}^{N-1} f_{n}\left(y_{n}, y_{n+1}\right)+f_{N}\left(y_{N}, x_{N+1}\right) \leq \sum_{n=1}^{N-1} f_{n}\left(x_{n}, x_{n+1}\right)+f_{N}\left(x_{N}, x_{N+1}\right) \tag{8.28}
\end{equation*}
$$

An infinite sequence $\mathbf{x}=\left(x_{1}, x_{2}, \ldots\right) \in \prod_{i=1}^{\infty} \varsigma_{i}$ is called a and a minimizer, if $\forall N \geq 3$, for all $y_{i} \in \mathbb{\Im}_{i}$,

$$
\begin{equation*}
\sum_{n=1}^{N-1} f_{n}\left(y_{n}, y_{n+1}\right)+f_{N}\left(y_{N}, x_{N+1}\right) \geq \sum_{n=1}^{N-1} f_{n}\left(x_{n}, x_{n+1}\right)+f_{N}\left(x_{N}, x_{N+1}\right) . \tag{8.29}
\end{equation*}
$$

Theorem 8.33 Suppose ( $\mathrm{X}, \mathrm{f}$ ) is equicontinuous, $V_{N} \geq c N$ for some positive constant $c$, and all the state spaces $\Xi_{i}$ are compact. Then maximizers $\mathbf{x}^{+}=\left(x_{1}^{+}, x_{2}^{+}, \ldots\right)$ and minimizers $\mathbf{x}^{-}=\left(x_{1}^{-}, x_{2}^{-}, \ldots\right)$ exist, and satisfy

$$
\mathfrak{c}_{-}=\limsup _{N \rightarrow \infty} \frac{1}{V_{N}}\left(\sum_{i=1}^{N} f_{n}\left(x_{n}^{-}, x_{n+1}^{-}\right)-\mathbb{E}\left(S_{N}\right)\right), \quad \mathfrak{c}_{+}=\liminf _{N \rightarrow \infty} \frac{1}{V_{N}}\left(\sum_{i=1}^{N} f_{n}\left(x_{n}^{+}, x_{n+1}^{+}\right)-\mathbb{E}\left(S_{N}\right)\right) .
$$

Proof Let $\mathcal{M}_{N}^{+}$(respectively, $\mathcal{M}_{N}^{-}$) denote the space of sequences satisfying (8.28) (respectively, (8.29)) for fixed $N$.
STEP 1. $\mathcal{M}_{N}^{ \pm}$are non-empty compact sets, and $\mathcal{M}_{N}^{ \pm} \supset \mathcal{M}_{N+1}^{ \pm}$for all $N$. Thus, the sets $\mathcal{M}^{ \pm}:=\bigcap_{N=1}^{\infty} \mathcal{M}_{N}^{ \pm} \neq \varnothing$.
Proof of the Step. By Tychonoff's theorem, $\mathfrak{S}:=\prod_{i=1}^{\infty} \mathbb{S}_{i}$ is compact, and by equicontinuity, for every $x \in \mathbb{S}_{N+1}$, the map $\varphi_{N, x}\left(y_{1}, y_{2}, \ldots\right):=\sum_{i=1}^{N-1} f_{i}\left(y_{i}, y_{i+1}\right)+f_{N}\left(y_{N}, x\right)$ is continuous. Therefore $\varphi_{N, x}$ attains its maximum and its minimum on $\subseteq$. It follows that $\mathcal{M}_{N}^{ \pm}$are non-empty.

Suppose $\mathbf{x}^{j} \in \mathcal{M}_{N}^{+}$converge to $\mathbf{x} \in \mathbb{G}$. We claim that $\mathbf{x} \in \mathcal{M}_{N}^{+}$. Otherwise there is $\overline{\mathbf{x}}=\left(\bar{x}_{1}, \bar{x}_{2}, \ldots\right)$ such that $\bar{x}_{N+1}=x_{N+1}$, but $\sum_{n=1}^{N} f_{n}\left(\bar{x}_{n}, \bar{x}_{n+1}\right)>\sum_{n=1}^{N} f_{n}\left(x_{n}, x_{n+1}\right)$.

Let $\overline{\mathbf{x}}^{j}:=\left(\bar{x}_{1}, \ldots, \bar{x}_{N}, x_{N+1}^{j}, \bar{x}_{N+2}, \bar{x}_{N+3}, \ldots\right)$. Since $x_{N+1}^{j} \rightarrow x_{N+1}=\bar{x}_{N+1}, \overline{\mathbf{x}}^{j} \rightarrow \overline{\mathbf{x}}$. By equicontinuity, for all $j$ sufficiently large, $\sum_{n=1}^{N} f_{n}\left(\bar{x}_{n}^{j}, \bar{x}_{n+1}^{j}\right)>\sum_{n=1}^{N} f_{n}\left(x_{n}^{j}, x_{n+1}^{j}\right)$. But this contradicts the assumption that $\mathbf{x}^{j} \in \mathcal{M}_{N}^{+}$.

We see that $\mathcal{M}_{N}^{+}$is closed, whence by the compactness of $\subseteq$, compact. Similarly one shows that $\mathcal{M}_{N}^{-}$is compact.

Next we prove the monotonicity of $\mathcal{M}_{N}^{ \pm}$. Suppose $\mathbf{x} \in \mathcal{M}_{N+1}^{+}$. Choose some arbitrary $\mathbf{y} \in \mathbb{G}$. Looking at the sequence $\mathbf{y}^{\prime}:=\left(y_{1}, \ldots, y_{N}, x_{N+1}, x_{N+2}, y_{N+3}, y_{N+4}, \ldots\right)$ and using the defining property of $\mathcal{M}_{N+1}$, we see that

$$
\sum_{n=1}^{N-1} f_{n}\left(y_{n}, y_{n+1}\right)+f_{N}\left(y_{N}, x_{N+1}\right)+f_{N+1}\left(x_{N+1}, x_{N+2}\right) \leq \sum_{n=1}^{N+1} f_{n}\left(x_{n}, x_{n+1}\right) .
$$

It follows that $\sum_{n=1}^{N-1} f_{n}\left(y_{n}, y_{n+1}\right)+f_{N}\left(y_{N}, x_{N+1}\right) \leq \sum_{n=1}^{N} f_{n}\left(x_{n}, x_{n+1}\right)$. So $\mathbf{x} \in \mathcal{M}_{N}^{+}$.
Similarly, one shows that $\mathcal{M}_{N+1}^{-} \subset \mathcal{M}_{N}^{-}$.
STEP 2. $\forall \mathbf{x}^{ \pm} \in \mathcal{M}_{N}^{ \pm}, \sum_{n=1}^{N} f_{n}\left(x_{n}^{-}, x_{n+1}^{-}\right) \leq \inf S_{N}+2 K, \quad \sum_{n=1}^{N} f_{n}\left(x_{n}^{+}, x_{n+1}^{+}\right) \geq \sup S_{N}-2 K$.
Proofofthe Step. Let $\left(z_{1}, \ldots, z_{N}\right)$ be a point where $\sum_{n=1}^{N-1} f_{n}\left(z_{n}, z_{n+1}\right)=\max S_{N-1}$. Take $\mathbf{y}:=\left(z_{1}, \ldots, z_{N}, x_{N+1}^{+}, x_{N+2}^{+}, \ldots\right)$, and recall that ess sup $|\mathrm{f}|<K$. Then

$$
\sum_{n=1}^{N} f_{n}\left(x_{n}^{+}, x_{n+1}^{+}\right) \geq \sum_{n=1}^{N} f_{n}\left(y_{n}, y_{n+1}\right) \geq \sum_{n=1}^{N-1} f_{n}\left(z_{n}, z_{n+1}\right)-K=\max S_{N-1}-K \geq \max S_{N}-2 K
$$

The statement for $\mathbf{x}^{-}$has a similar proof, which we omit.

We can now prove the theorem. By Theorem $8.32, \mathfrak{c}_{+}=\liminf _{N \rightarrow \infty} \frac{\sup S_{N}-\mathbb{E}\left(S_{N}\right)}{V_{N}}$ (this is the only place where we are using the assumption that $V_{N} \geq$ const. $N$ ).

By Step $2, \sup S_{N} \leq \sum_{n=1}^{N} f_{n}\left(x_{n}^{+}, x_{n+1}^{+}\right)+O(1)$ for each $\mathbf{x}^{+} \in \mathcal{M}^{+}$. So $c_{+}=\liminf _{N \rightarrow \infty} \frac{1}{V_{N}}\left(\sum_{n=1}^{N} f_{n}\left(x_{n}^{+}, x_{n+1}^{+}\right)-\mathbb{E}\left(S_{N}\right)\right)$.
The proof of the identity for $c_{-}$is similar, and we omit it.

### 8.7 Notes and References

Sums of Independent Random Variables. The non-lattice LLT in Theorem 8.3 is due to Dolgopyat [56]. His proof also applies to unbounded vector-valued random variables, assuming only that sup $\mathbb{E}\left(\left\|X_{n}\right\|^{3}\right)<\infty$.

The lattice LLT in Theorem 8.5 is due to Prokhorov. An extension to unbounded integer valued independent random variables is given by Rozanov [169].

Other conditions for the LLT for sums of independent random variables include the Mineka-Silverman condition [144], Statulevičius's condition [190], and conditions motivated by additive number theory such as those appearing in [146] and [147].

Mukhin [148] gave a unified discussion of some of these conditions, using the quantities $\mathfrak{D}(X, \xi)$.
Homogeneous Chains. The literature on homogeneous Markov chains is vast. Sufficient conditions for the CLT, LLT, and other limit theorems in non-Gaussian domains of attraction can be found in $[46,81,82,98,114$, $119,139,149,98,168,88,152,10,122,123]$.

The LLT for local deviations holds under weaker assumptions than those in Theorems 8.9 and 8.13. The assumption that $f$ has finite variance can be replaced by the assumption that the distribution of $f$ is in the domain of attraction of the Gaussian distribution [4]; One can allow $f$ to depend on infinitely many $X_{n}$ assuming that the dependence of $f\left(x_{1}, x_{2}, \ldots\right)$ on $\left(x_{n}, x_{n+1}, \ldots\right)$ decays exponentially in $n$ [88]; and the ellipticity assumption can be replaced by the assumption that the generator has a spectral gap [149, 98]. In particular, the LLT holds under the Doeblin condition saying that $\exists \varepsilon_{0}>0$ and a measure $\zeta$ on $\subseteq$ such that $\pi(x, \mathrm{~d} y)=\varepsilon_{0} \zeta(\mathrm{~d} y)+\left(1-\varepsilon_{0}\right) \widetilde{\pi}(x, \mathrm{~d} y)$ where $\tilde{\pi}$ is an arbitrary transition probability (cf. equation (2.10) in the proof of Lemma 2.12). There are also versions of this theorem for $f$ in the domain of attraction of a stable law, see [5].

There are also generalizations of the LLT for large deviations to the case when $f\left(x_{1}, x_{2}, \ldots\right)$ has exponentially weak dependence on $x_{k}$ with large $k[123,122,10]$. However, the unbounded case is still not understood. In fact, the large deviation probabilities could behave polynomially for unbounded functions, see [198, 141].

The characterization of coboundaries in terms of vanishing of the asymptotic variance $\sigma^{2}$ is due to Leonov [129]. A large number of papers discuss the regularity of the gradients in case an additive functional is a gradient, see $[21,37,106,134,135,153,152]$ and the references wherein. Our approach is closest to $[55,106,152]$.

We note that the condition $u(f)=0$ (where $u^{2}(f)$ is the variance of the balance of a random hexagon), which is sufficient for $f$ being a coboundary, is simpler than the equivalent condition $\sigma^{2}=0$. For example, for finite state Markov chains, to compute $\sigma^{2}$ one needs to compute infinitely many correlations $\mathbb{E}\left(f_{0} f_{n}\right)$ while checking that $u=0$ involves checking the balance of finitely many hexagons.

Nagaev's Theorem. Nagaev's Theorem and the idea to prove limit theorems for Markov chains using perturbation theory of linear operators first appeared in [149]. Nagaev only treated the lattice case. He did not assume the one-step ellipticity condition, he only assumed the weaker condition that for some $k$, the $k$-step transition kernel of $X$ has contraction coefficient strictly smaller than one (see $\S 2.2 .2$ ). This is sufficient to guarantee the spectral gap of $\mathcal{L}_{0}$, but it does not allow to characterize the cases when $\sigma^{2}>0, G_{\text {ess }}(\mathrm{X}, \mathrm{f})=\mathbb{R}$, and $G_{\text {ess }}(\mathrm{X}, \mathrm{f})=t \mathbb{Z}$ in a simple way as in Propositions 8.14 and 8.15. As a result, the LLT under Nagaev's condition is more complicated than in our case.

Nagaev's proof can be generalized even further, to the case when $\mathcal{L}_{t}$ all have spectral gap on some suitable Banach space. See [87, 88, 98].

A proof of the perturbation theorem (Theorem 8.17) can be found in [98], and we included it, for completeness in Appendix C. The expansion of the leading eigenvalue $\lambda_{t}$ follows calculations in Guivarc'h \& Hardy [88], see also $[171,152]$. The identities for the derivatives of $\lambda$ are often stated in the following form $(\ln \lambda)_{0}^{\prime}=i \mathbb{E}(f)$, $(\ln \lambda)_{0}^{\prime \prime}=-\sigma^{2} / 2$. We leave it to readers to check that these formulae are equivalent to Proposition $8.21(4)$. The proof of Proposition 8.14 uses ideas from [84].

The LLT for stationary homogeneous uniformly elliptic Markov chains in §8.3-§8.4 remain true if we remove the stationarity assumptions, with the one caveat: The characterization of the cases $\sigma^{2}=0$ and $G_{\text {ess }} \neq \mathbb{R}$ in terms of an a.s. functional equation for $f\left(X_{1}, X_{2}\right)$ must always be done using the stationary law of $\left\{X_{n}\right\}$.

To establish these LLT in the non-stationary case, one could either appeal to the more general results on asymptotically homogeneous chains in $\S 8.5$, or make minor modifications in the arguments of $\S 8.3-\S 8.4$. In the case of Theorem 8.9, it suffices to note that Theorem 5.1 holds for all initial distributions and that $G_{\text {ess }}(\mathrm{X}, \mathrm{f})$ does not depend on the initial distribution, because of Lemma 2.17 and Theorem 4.4. In the case of Theorem 8.13 , one has to use the fact that Nagaev's perturbation theory allows to control $\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t S_{N} / \sqrt{V_{N}}}\right)$ for an arbitrary initial distribution.

It is interesting to note that the higher order terms in the asymptotic expansion of the CLT and LLT probabilities do depend on the initial distribution, see [99].

Asymptotically Homogeneous Chains. Asymptotically homogeneous Markov chains appear naturally in some stochastic optimization algorithms such as the Metropolis algorithm. For large deviations and other limit theorems for such examples, see [48, 47] and references therein.

Asymptotically homogenous systems are standard examples of inhomogeneous systems with linearly growing variance, cf. [31, 151].

We note that using the results of $\S 2.5$ it is possible to strengthen Lemma 8.27 to conclude that $\operatorname{Var}\left[S_{N}(\widetilde{\mathrm{X}}, \widetilde{\mathrm{f}})\right]=$ $\operatorname{Var}\left[S_{N}(\mathrm{X}, \mathrm{f})\right]+o(N)$ as $N \rightarrow \infty$, but the present statement is sufficient for our purposes.

Equicontinuous Additive Functionals Minimizers play an important role in statistical mechanics, where they are called ground states. See e.g. [184, 164]. In the case the phase spaces $\Im_{n}$ are non-compact and/or the observable $f(x, y)$ is unbounded, the minimizers have an interesting geometry, see e.g. [29]. For finite state Markov chains, we have the following remarkable result of J . Brémont [18]: for each $d$ there is a constant $p(d)$ such that for any homogeneous Markov chain with $d$ states for any additive functional we have

$$
\mathrm{r}_{+}=\max _{q \leq p} \frac{1}{q} \max _{x_{1}, \ldots x_{q}}\left[f\left(x_{1}, x_{2}\right)+\cdots+f\left(x_{q-1}, x_{q}\right)+f\left(x_{q}, x_{1}\right)\right] .
$$

This result is false for more general homogenous chains, consider for example the case $\subseteq=\mathbb{N}$ and $f(x, y)=1$ if $y=x+1$ and $f(x, y)=0$ otherwise.

Corollary 8.30 was proven in [56] for inhomogeneous sums of independent random variables. In the independent case, the assumption that $\lim _{n \rightarrow \infty}\left\|g_{n}\right\|_{\infty}=0$ can be removed, since the gradient obstruction does not appear.

Quantitative versions of Corollary 8.30 and Theorem 8.31 have been obtained in [59]. There it is shown that

$$
\mathbb{P}\left[S_{N}-z \sqrt{V_{N}} \in\left(a_{N}, b_{N}\right)\right]=[1+o(1)] \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}}}\left(b_{N}-a_{N}\right), \text { as } N \rightarrow \infty
$$

provided that $C \geq b_{N}-a_{N} \geq V_{N}^{-k / 2}$ where $k$ is integer such that

- either $\left\|f_{n}\right\|=O\left(n^{-\beta}\right)$ and $k<\frac{1}{1-2 \beta}-1$;
- or $\Im_{n}=M$-a compact connected manifold, $f_{n}$ are uniformly Hölder of order $\alpha$ and $k<\frac{1+\alpha}{1-\alpha}-1$.

These results are consequences of so called Edgeworth expansions, which are precise asymptotic expansions for $\mathbb{P}\left(\frac{S_{N}-\mathbb{E}\left(S_{N}\right)}{\sqrt{V_{N}}} \leq z\right)$. These results improve on Corollary 8.30 and Theorem 8.31 , since the length of the target interval $\left(a_{N}, b_{N}\right)$ is allowed to go to zero. The exponents $k$ given above are optimal.

## Chapter 9

## Local Limit Theorems for Markov Chains in Random Environments


#### Abstract

We prove quenched local limit theorems for Markov chains in random environments, with stationary ergodic noise processes.


### 9.1 Markov Chains in Random Environments

A Markov chain in a random environment (MCRE) is an inhomogeneous Markov chain whose transition probabilities depend on random external parameters $Y_{n}$ which vary in time: $\pi_{n, n+1}(x, \mathrm{~d} y)=\pi\left(Y_{n}, x, \mathrm{~d} y\right) .{ }^{1}$

The noise $\left\{Y_{n}\right\}$ is a stochastic process, which we will always take to be stationary and ergodic. In this case it is possible and convenient to represent $\left\{Y_{n}\right\}$ as a random orbit of an ergodic measure preserving map, called the noise process. We proceed to give the formal definitions and some examples.

### 9.1.1 Formal Definitions

Noise Processes: These are quadruples $(\Omega, \mathscr{F}, m, T)$, where $T$ is an ergodic measure preserving invertible Borel transformation on a standard measure space $(\Omega, \mathscr{F}, m)$.

- "Ergodic" means that for every $E \in \mathscr{F}$ s.t. $T^{-1} E=E, m(E)=0$ or $m(\Omega \backslash E)=0$.
- "Measure preserving" means that for every $E \in \mathscr{F}, m\left(T^{-1} E\right)=m(E)$.
- "Invertible" means that there exists $\Omega_{1} \subset \Omega$ of full measure such that $T: \Omega_{1} \rightarrow \Omega_{1}$ is injective, surjective, measurable, and with measurable inverse. ${ }^{2}$
The noise at time $\boldsymbol{n}$ is $Y_{n}:=T^{n} \omega:=(T \circ \cdots \circ T)(\omega)(n$ times $), \omega \in(\Omega, \mathscr{F}, m)$.
If $m(\Omega)<\infty$ then we will speak of a finite noise process, and we will always normalize $m$ so that $m(\Omega)=1$. Every stationary ergodic stochastic process taking values in a polish space can be modeled by a finite noise process, see Example 9.3. If $m(\Omega)=\infty$, then we will speak of an infinite noise process. In this case, we will always assume that $(\Omega, \mathscr{F}, m)$ is $\sigma$-finite and non-atomic. Such processes arise in the study of noise driven by null recurrent Markov chains, see Example 9.5.

Markov Chains in Random Environment (MCRE): These are quadruples

$$
X^{\Omega}:=(\underbrace{(\Omega, \mathscr{F}, m, T)}_{\text {noise process }}, \underbrace{(\mathcal{S}, \mathscr{B})}_{\text {state space }}, \underbrace{\{\pi(\omega, x, \mathrm{~d} y)\}_{(\omega, x) \in \Omega \times \mathcal{E}},}_{\text {transition kernel generator }} \underbrace{\left\{\mu_{\omega}\right\}_{\omega \in \Omega}}_{\begin{array}{c}
\text { initial distribution }  \tag{9.1}\\
\text { generator }
\end{array}})
$$

made of the following objects:

- The Noise Process $(\Omega, \mathscr{F}, m, T)$, see above.
- The State Space $(\subseteq, \mathscr{B})$ is a separable complete metric space $\mathfrak{G}$, with its Borel $\sigma$-algebra $\mathscr{B}$.

[^9]- The Transition Kernel Generator $\{\pi(\omega, x, \mathrm{~d} y)\}_{(\omega, x) \in \Omega \times \subseteq}$ is a measurable family of Borel probability measures on $(\subseteq, \mathscr{B})$. Measurability means that $(\omega, x) \mapsto \int \varphi(y) \pi(x, \omega, \mathrm{~d} y)$ is measurable for every bounded Borel $\varphi: \subseteq \rightarrow \mathbb{R}$.
- The Initial Distribution Generator $\left\{\mu_{\omega}\right\}_{\omega \in \Omega}$ is a measurable family of Borel probability measures $\mu_{\omega}$ on $\mathfrak{S}$. Measurability means that for all bounded Borel $\varphi: \subseteq \rightarrow \mathbb{R}, \omega \mapsto \int \varphi(x) \mu_{\omega}(\mathrm{d} x)$ is measurable.

Fix $\omega \in \Omega$. The quenched MCRE with noise parameter $\omega$ is the inhomogeneous Markov chain $X^{\omega}=$ $\left\{X_{n}^{\omega}\right\}_{n \geq 1}$ with
$\bullet$ state space $\mathbb{S}^{*} \bullet \bullet$ initial distribution $\mu_{T \omega} ; \bullet$ transition kernels $\pi_{n, n+1}^{\omega}(x, \mathrm{~d} y)=\pi\left(T^{n} \omega, x, \mathrm{~d} y\right)$.
Remark. Note that the initial distribution of $X^{\omega}$ is $\mu_{T \omega}$, not $\mu_{\omega}$. Similarly, $\pi_{1,2}(x, \mathrm{~d} y)=\pi(T \omega, x, \mathrm{~d} y)$. These choices are consistent with the convention that whatever happens at time $n$ depends on $T^{n} \omega$.

We denote by $\mathbb{P}^{\omega}, \mathbb{E}^{\omega}$ the probability and expectation associated with $X^{\omega}$. These are sometimes called the quenched probability and expectation (for the noise value $\omega$ ). By contrast, the annealed probability and expectation are given by $m(\mathrm{~d} \omega) \mathbb{P}^{\omega}\left(\mathrm{d} \mathrm{X}^{\omega}\right)$ and $\int_{\Omega} \mathbb{E}^{\omega} m(\mathrm{~d} \omega)$.
Additive Functional Generator: $f^{\Omega}:=f$, where $f: \Omega \times \Omega \times \subseteq \rightarrow \mathbb{R}$ is a measurable function. This generates the additive functional $f^{\omega}$ on $X^{\omega}$ given by

$$
\begin{equation*}
f_{n}^{\omega}(x, y)=f\left(T^{n} \omega, x, y\right) \tag{9.2}
\end{equation*}
$$

We let $S_{N}^{\omega}:=\sum_{n=1}^{N} f_{n}^{\omega}\left(X_{n}^{\omega}, X_{n+1}^{\omega}\right) \equiv \sum_{n=1}^{N} f\left(T^{n} \omega, X_{n}^{\omega}, X_{n+1}^{\omega}\right)$.

### 9.1.2 Examples

Let $(\subseteq, \mathscr{B})$ be a compact metric space, fix a countable set $S$, and let $\left\{\pi_{i}(x, \mathrm{~d} y)\right\}_{i \in S}$ be some family of transition kernels on $\mathfrak{\Im}$.

Example 9.1 (Bernoulli Noise) Consider the noise process $(\Omega, \mathscr{F}, m, T)$ where

- $\Omega=S^{\mathbb{Z}}=\left\{\left(\cdots, \omega_{-1}, \omega_{0}, \omega_{1}, \cdots\right): \omega_{i} \in S\right\}$.
- $\mathscr{F}$ is generated by the cylinders ${ }_{k}\left[a_{k}, \ldots, a_{n}\right]:=\left\{\omega \in \Omega: \omega_{i}=a_{i}, k \leq i \leq n\right\}$.
- $\left\{p_{i}\right\}_{i \in S}$ are non-negative numbers such that $\sum p_{i}=1$, and $m$ is the unique probability measure such that $m\left(k\left[a_{k}, \ldots, a_{n}\right]\right)=p_{a_{k}} \cdots p_{a_{n}}$ for all cylinders.
- $T: \Omega \rightarrow \Omega$ is the left shift map, $T\left[\left(\omega_{i}\right)_{i \in \mathbb{Z}}\right]=\left(\omega_{i+1}\right)_{i \in \mathbb{Z}}$.
$(\Omega, \mathscr{F}, \mu, T)$ is ergodic and probability preserving, see [33].
Define $\pi(\omega, x, \mathrm{~d} y):=\pi_{\omega_{0}}(x, \mathrm{~d} y)$. Notice that $\pi\left(T^{n} \omega, x, \mathrm{~d} y\right)=\pi_{\omega_{n}}(x, \mathrm{~d} y)$, and $\omega_{n}$ are iid random variables taking the values $i \in S$ with probabilities $p_{i}$. So $X^{\Omega}$ represents a random Markov chain, whose transition probabilities vary randomly and independently in time.

Example 9.2 (Positive Recurrent Markovian Noise) Suppose $\left(Y_{n}\right)_{n \in \mathbb{Z}}$ is a stationary ergodic Markov chain with state space $S$ and a stationary probability vector $\left(p_{s}\right)_{s \in S}$. In particular, $\left(Y_{n}\right)_{n \in \mathbb{Z}}$ is positive recurrent. Let: $\bullet \Omega:=S^{\mathbb{Z}} ; \bullet \mathscr{F}$ is the $\sigma$-algebra generated by the cylinders (see above);

- $m$ is the unique (probability) measure such that for all cylinders, $m\left({ }_{k}\left[a_{k}, \ldots, a_{n}\right]\right)=\mathbb{P}\left[Y_{k}=a_{k}, \ldots, Y_{n}=a_{n}\right]$;
- $T$ is the left shift map (see above).

Define as before, $\pi(\omega, x, \mathrm{~d} y):=\pi_{\omega_{0}}(x, \mathrm{~d} y)$. The resulting MCRE represents a Markov chain whose transition probabilities at time $n=1,2,3, \ldots$ are $\pi_{Y_{n}}(x, \mathrm{~d} y)$.

Example 9.3 (General Stationary Ergodic Noise Processes) The previous construction works verbatim with any stationary ergodic stochastic process $\left\{Y_{n}\right\}$ taking values in $S$. The assumption that $S$ is countable can be replaced by the condition that $S$ is a complete separable metric space, see e.g. [62].

Example 9.4 (Quasi-Periodic Noise) Let $(\Omega, \mathscr{F}, m, T)$ be the circle rotation: $\Omega=\mathbb{T}^{1}:=\mathbb{R} / \mathbb{Z}$; $\mathscr{F}$ is the Borel $\sigma$-algebra; $m$ is the normalized Lebesgue measure; and $T: \Omega \rightarrow \Omega$ is the rotation by an angle $\alpha, T(\omega)=\omega+\alpha$ $\bmod \mathbb{Z} . T$ is probability preserving, and it is well-known that $T$ is ergodic iff $\alpha$ is irrational, see [33].

Take a measurable (possibly continuous) 1-parameter family $\left\{\pi_{\omega}(x, \mathrm{~d} y)\right\}_{\omega \in \mathbb{T}}$ of transition kernels on $\mathfrak{\Im}$, and form the generator $\pi(\omega, x, \mathrm{~d} y)=\pi_{\omega}(x, \mathrm{~d} y)$. Then $\mathrm{X}^{\omega}$ are inhomogeneous Markov chains whose transition probabilities vary quasi-periodically: $\pi_{n, n+1}(x, \mathrm{~d} y)=\pi_{\omega+n \alpha \bmod \mathbb{Z}}(x, \mathrm{~d} y)$. More generally, let $\Omega:=\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}$ with the Haar measure $m$, and consider $T(\omega):=\omega+\alpha \bmod \mathbb{Z}^{d}$. This is a probability preserving map, and if $\left\{\alpha_{1}, \ldots, \alpha_{d}, 1\right\}$ are linearly independent over $\mathbb{Q}$, then $T$ is ergodic [33]. Next, take a measurable (possibly continuous) $d$-parameter family of transition kernels $\left\{\pi_{\omega}(x, \mathrm{~d} y)\right\}_{\omega \in \mathbb{T}^{d}}$ on $\mathfrak{S}$, and form the generator $\pi(\omega, x, \mathrm{~d} y)=$ $\pi_{\omega}(x, \mathrm{~d} y)$. Then $\mathrm{X}^{\omega}$ has transition probabilities which vary quasi-periodically:

$$
\pi_{n, n+1}(x, \mathrm{~d} y)=\pi_{\left(\omega_{1}+n \alpha_{1}, \ldots, \omega_{d}+n \alpha_{d}\right) \bmod \mathbb{Z}^{d}}(x, \mathrm{~d} y)
$$

Example 9.5 (Null Recurrent Markovian Noise) This is an example with an infinite noise process. Suppose $\left(Y_{n}\right)_{n \in \mathbb{Z}}$ is an ergodic null recurrent Markov chain with countable state space $S$, and stationary positive vector $\left(p_{i}\right)_{i \in S}$. Here $p_{i}>0$ and (by null recurrence) $\sum p_{i}=\infty$. For example, $\left(Y_{n}\right)_{n \in \mathbb{Z}}$ could be the simple random walk on $\mathbb{Z}^{d}$ for $d=1,2$, with the stationary measure, $p_{i}=1$ for all $i \in \mathbb{Z}^{d}$, (the counting measure). Let
$\bullet \Omega=S^{\mathbb{Z}} ; \bullet \mathscr{F}$ is the $\sigma$-algebra generated by the cylinders;

- $m$ is the unique (infinite) Borel measure s.t. $\forall$ cylinder $m\left({ }_{k}\left[a_{k}, \ldots, a_{n}\right]\right)=p_{a_{k}} \mathbb{P}\left[Y_{i}=a_{i}(k \leq i \leq n) \mid Y_{k}=a_{k}\right]$;
$\bullet T: \Omega \rightarrow \Omega$ is the left shift map $T\left[\left(\omega_{i}\right)_{i \in \mathbb{Z}}\right]=\omega_{i+1}$.
$(\Omega, \mathscr{F}, m, T)$ is an infinite ergodic measure preserving invertible map, see [1]. As in Example 9.2, one can construct MCRE with transition probabilities $\pi_{Y_{n}}(x, \mathrm{~d} y)$ which vary randomly in time according to $\left(Y_{n}\right)_{n \in \mathbb{Z}}$. For each particular realization of $\omega=\left(Y_{i}\right)_{i \in \mathbb{Z}}, \mathrm{X}^{\omega}$ is an ordinary inhomogeneous Markov chain (on a probability space). We shall see that some additive functionals on $X^{\Omega}$ may exhibit slower variance growth than in the case of finite noise processes (Example 9.16).

Example 9.6 (Transient Markovian Noise: A Non-Example) The previous construction fails for transient Markov chains such as the random walk on $\mathbb{Z}^{d}$ for $d \geq 3$, because in the transient case, $(\Omega, \mathscr{F}, m, T)$ is not ergodic, see [1].

We could try to work with the ergodic components of $m$, but this does not yield a new mathematical object, because of the following general fact [1]: Almost every ergodic component of an invertible totally dissipative infinite measure preserving map is concentrated on a single orbit $\left\{T^{n} \omega\right\}_{n \in \mathbb{Z}}$. Since MCRE with such noise processes have just one possible realization of noise up to time shift, their theory is the same as the theory of general inhomogeneous Markov chains.

### 9.1.3 Conditions and Assumptions

We present and discuss the conditions on $X^{\Omega}$ and $f^{\Omega}$ that will appear in some of the results in this chapter. In what follows, $\left(X^{\Omega}, f^{\Omega}\right)$ are as in (9.1) and (9.2). We begin with conditions on $X^{\Omega}$ :
(S) Stationarity: $\mu_{T \omega}(\mathrm{~d} y)=\int_{\mathcal{S}} \mu_{\omega}(\mathrm{d} x) \pi(\omega, x, \mathrm{~d} y)$, i.e. for every $\varphi: \subseteq \rightarrow \mathbb{R}$ bounded and Borel, $\int \varphi(y) \mu_{T \omega}(\mathrm{~d} y)=\int_{\mathfrak{S}}\left(\int_{\mathfrak{S}} \varphi(y) \pi(\omega, x, \mathrm{~d} y)\right) \mu_{\omega}(\mathrm{d} x)$.
The following consequences of ( S ) can be easily proved by induction:
(S1) $\mathbb{P}^{\omega}\left(X_{n}^{\mu_{l}} E\right)=\mu_{T^{n} \omega}(E)$ for all $E \in \mathscr{B}$ and $n \geq 1$; (S2) $\forall k\left\{X_{i+k}^{\omega}\right\}_{i \geq 1}$ is equal in distribution to $\left\{X_{i}^{T^{k} \omega}\right\}_{i \geq 1}$.
(E) Uniform Ellipticity: There is a constant $0<\epsilon_{0}<1$ such that
(a) $\pi(\omega, x, \mathrm{~d} y)=p(\omega, x, y) \mu_{T \omega}(\mathrm{~d} y)$, with $p: \Omega \times \mathbb{S} \times \mathfrak{S} \rightarrow[0, \infty)$ Borel; (b) $0 \leq p \leq 1 / \epsilon_{0}$;
(c) $\int_{\subseteq} p(\omega, x, y) p(T \omega, y, z) \mu_{T \omega}(\mathrm{~d} y)>\epsilon_{0} \forall \omega, x, z$.

This implies that $X^{\omega}$ are all uniformly elliptic, and the ellipticity constant is uniformly bounded away from zero. In particular, $\mathrm{X}^{\omega}$ satisfies the exponential mixing estimates in Prop. 2.13 uniformly in $\omega$.
(G) Global Support: $\mu_{\omega}(\mathrm{d} y)$ is globally supported on $\mathfrak{\subseteq}$ for all $\omega .^{3}$ The essence of this assumption in that the support of $\mu_{\omega}$ is independent of $\omega$. If $\operatorname{supp}\left(\mu_{\omega}\right)=\mathbb{S}^{\prime}$ for all $\omega$, then we can get $(\mathrm{G})$ by replacing $\mathbb{S}$ by $\mathbb{S}^{\prime}$.
(C) Continuity: $\Omega$ and $\subseteq$ are separable complete metric spaces equipped with the Borel structure, and:
(C1) $T: \Omega \rightarrow \Omega$ is a homeomorphism; (C2) $(\omega, x, y) \mapsto p(\omega, x, y)$ is continuous;
(C3) $\omega \mapsto \int_{\mathscr{E}} \varphi \mathrm{d} \mu_{\omega}$ is continuous $\forall$ bounded continuous $\varphi: \subseteq \rightarrow \mathbb{R}$; (C4) $(\omega, x, y) \mapsto f(\omega, x, y)$ are continuous.
(D) Discreteness: $\mathfrak{G}$ is finite or countable. This is an alternative to (C).

Example 9.7 It is fairly easy to get examples which satisfy (E),(G),(C) or (E),(G),(D). Take a noise process compatible with (C) (e.g. Examples 9.1-9.5). Next take a deterministic uniformly elliptic continuous globally supported transition kernel $p(x, y) \mu(\mathrm{d} y)$ on a compact metric (or finite) space. Let $\varphi$ and $\psi$ be bounded continuous functions on $\Omega \times \subseteq$ and $\Omega \times \mathbb{S}^{2}$, respectively, and consider the generators

$$
\mu_{\omega}(\mathrm{d} y):=\frac{\mathrm{e}^{\psi(\omega, y)} \mu(\mathrm{d} y)}{\int \mathrm{e}^{\psi(\omega, \eta)} \mu(\mathrm{d} \eta)}, p(\omega, x, y):=\frac{\mathrm{e}^{\varphi(\omega, x, y)} p(x, y)}{\int \mathrm{e}^{\varphi(\omega, x, \eta)} p(x, \eta) \mu_{\omega}(\mathrm{d} \eta)}
$$

Next we discuss how to obtain, in addition, stationarity (S). The following lemma will be proved in §9.3.1:
Lemma 9.8 Let $\mathrm{X}^{\Omega}$ be a uniformly elliptic MCRE with a compact metrizable state space ( $(\mathscr{\Omega}, \mathscr{B})$ and an initial distribution $\left\{\mu_{\omega}\right\}_{\omega \in \Omega}$. Suppose $x \mapsto \pi(\omega, x, \mathrm{~d} y)$ is continuous in the weak-star topology for each $\omega$. Then:
(1) There exists an initial distribution generator $\left\{\mu_{\omega}^{\prime}\right\}_{\omega \in \Omega}$ which satisfies $(S)$.
(2) $\mu_{\omega}^{\prime} \ll \mu_{\omega}$ and there exists $C>0$ such that $\left|\log \frac{\mathrm{d} \mu_{\omega}^{\prime}}{\mathrm{d} \mu_{\omega}}\right|<C$ a.e. in $\subseteq$ for all $\omega$.
(3) Suppose in addition that $\Omega$ is a metric space, $T_{T}^{\omega}: \Omega \rightarrow \Omega$ is continuous, and $(\omega, x) \mapsto \pi(\omega, x, \mathrm{~d} y)$ is continuous. Then $\omega \mapsto \mu_{\omega}^{\prime}$ is continuous.

Corollary 9.9 Suppose $X^{\Omega}$ satisfies conditions $(E),(G)$ and $(C)$ with a compact metrizable state space $\mathfrak{G}$. Then $\underline{\text { there }}_{\omega}$ is a MCRE $\bar{X}^{\Omega}$ satisfying $(E),(G),(C)$ and $(S)$, so that for every $\omega \in \Omega$ and $x \in \mathbb{\Theta}, \bar{X}^{\omega}$ conditioned on $\bar{X}_{1}^{\omega}=x$ is equal in distribution to $X^{\omega}$ conditioned on $X_{1}^{\omega}=x$.
Proof Let $\bar{X}^{\Omega}$ be the MCRE with the noise process, state space, and transition kernel generator of $X^{\Omega}$, but with initial distribution generator $\mu_{\omega}^{\prime}$ from Lemma 9.8.

Corollary 9.9 and Example 9.7 give many examples satisfying (E),(S),(G),(C). In the special case when $\mathfrak{S}$ is finite and discrete, we also obtain (D).

So far we only considered conditions on $X^{\Omega}$. Next we discuss three conditions on $f^{\Omega}$. We need the annealed measure $\mathbb{P}(\mathrm{d} \omega, \mathrm{d} x, \mathrm{~d} y):=m(\mathrm{~d} \omega) \mu_{\omega}(\mathrm{d} x) \pi(\omega, x, \mathrm{~d} y) . \mathbb{P}$ represents the joint distribution of $\left(T \omega, X_{1}^{\omega}, X_{2}^{\omega}\right)$, because by the $T$-invariance of $m$,

$$
\begin{equation*}
\iiint \psi(\omega, x, y) \mathrm{d} \mathbb{P}=\int_{\mathfrak{E}} \int_{\mathfrak{S}} \int_{\Omega} \psi(T \omega, x, y) m(\mathrm{~d} \omega) \mu_{T \omega}(\mathrm{~d} x) \pi(T \omega, x, \mathrm{~d} y) \tag{9.3}
\end{equation*}
$$

(B) Uniform Boundedness: $|f| \leq K$ where $K<\infty$ is a constant. (B) implies that $f^{\omega}$ is a uniformly bounded additive functional on $\mathrm{X}^{\omega}$, and that the bound does not depend on $\omega$.
(RC1) $f^{\Omega}$ is called relatively cohomologous to a constant if there are bounded measurable functions $a$ : $\Omega \times \subseteq \rightarrow \mathbb{R}$ and $c: \Omega \rightarrow \mathbb{R}$ such that $f(\omega, x, y)=a(\omega, x)-a(T \omega, y)+c(\omega) \mathbb{P}$-a.e.
(RC2) Fix $t \neq 0$, then $f^{\Omega}$ is relatively cohomologous to a coset of $\boldsymbol{t} \boldsymbol{Z}$ if there are measurable functions $a: \Omega \times \Omega \rightarrow S^{1}$ and $\lambda: \Omega \rightarrow S^{1}$ such that

$$
\mathrm{e}^{(2 \pi \mathrm{i} / t) f(\omega, x, y)}=\lambda(\omega) \frac{a(\omega, x)}{a(T \omega, y)} \mathbb{P} \text {-a.e. }
$$

We will use (RC1) and (RC2) to characterize a.e. center-tightness and a.e. reducibility for ( $\mathrm{X}^{\omega}, \mathrm{f}^{\omega}$ ), see Theorems 9.10 and 9.17, and Proposition 9.24.

[^10]
### 9.2 Main Results

Throughout this section, we assume that $\left(X^{\Omega}, f^{\Omega}\right)$ are as in (9.1) and (9.2), and we let $V_{N}^{\omega}$ denote the variance of $S_{N}^{\omega}:=f\left(T \omega, X_{1}^{\omega}, X_{2}^{\omega}\right)+\cdots+f\left(T^{N} \omega, X_{N}^{\omega}, X_{N+1}^{\omega}\right)$, with respect to the (quenched) distribution of $\mathrm{X}^{\omega}$.
Theorem 9.10 Suppose $X^{\Omega}$ has a finite noise process, and assume $(B),(E)$ and $(S)$.
(1) If $\mathrm{f}^{\Omega}$ is relatively cohomologous to a constant, then $\exists C=C\left(\epsilon_{0}, K\right)$ such that for a.e. $\omega, V_{N}^{\omega} \leq C$ for all $N$.
(2) If $\mathrm{f}^{\Omega}$ is not relatively cohomologous to a constant, then there is a constant $\sigma^{2}>0$ such that for a.e. $\omega$, $V_{N}^{\omega} \sim N \sigma^{2}$ as $N \rightarrow \infty$.
Thus, under the assumptions of Theorem 9.10, the limit $\sigma^{2}:=\lim _{N \rightarrow \infty} V_{N}^{\omega} / N$ exists for a.e. $\omega$, and is a.s. constant. We call $\sigma^{2}$ the asymptotic variance of $\left(X^{\Omega}, f^{\Omega}\right)$.

There is also an asymptotic mean $\mu$ such that $\mu:=\lim \mathbb{E}^{\omega}\left(S_{N}^{\omega}\right) / N$ for a.e. $\omega$ : By $(\mathrm{S}), \mathbb{E}^{\omega}\left[f\left(T^{n+1} \omega, X_{n+1}^{\omega}, X_{n+2}^{\omega}\right)\right]=$ $\varphi\left(T^{n} \omega\right)$ where $\varphi(\omega)=\mathbb{E}^{\omega}\left(f\left(T \omega, X_{1}^{\omega}, X_{2}^{\omega}\right)\right)$, and by the pointwise ergodic theorem, $\mathbb{E}\left(S_{N}^{\omega}\right)=\sum_{n=0}^{N-1} \varphi\left(T^{n} \omega\right) \sim$ $N \int \varphi \mathrm{~d} m m$-a.e.

Theorem 9.11 Assume that $\mathrm{X}^{\Omega}$ has a finite noise process, and suppose $\left(\mathrm{X}^{\Omega}, \mathrm{f}^{\Omega}\right)$ satisfies $(C)$ or $(D)$, and each of (S), (E), (G), (B).
(1) Non-Lattice LLT: Suppose $f^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ for any $t \neq 0$. Then $\sigma^{2}>0$, and for a.e. $\omega$, for every open interval $(a, b)$, and for every $z_{N}, z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{\sqrt{N}} \rightarrow z$,

$$
\mathbb{P}^{\omega}\left[S_{N}^{\omega}-z_{N} \in(a, b)\right] \sim \frac{1}{\sqrt{N}}\left(\frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2}}}\right)|a-b| \text { as } N \rightarrow \infty
$$

(2) Lattice LLT: Suppose all the values of $f^{\Omega}$ are integers, and $f^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ with some integer $t>1$. Then $\sigma^{2}>0$, and for a.e. $\omega$, for every $z_{N} \in \mathbb{Z}$ and $z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{\sqrt{N}} \rightarrow z$,

$$
\mathbb{P}^{\omega}\left[S_{N}^{\omega}=z_{N}\right] \sim \frac{1}{\sqrt{N}}\left(\frac{\mathrm{e}^{-z^{2} / 2 \sigma^{2}}}{\sqrt{2 \pi \sigma^{2}}}\right) \text { as } N \rightarrow \infty
$$

Theorem 9.12 Suppose $\mathrm{X}^{\Omega}$ has a finite noise process, and assume $(B),(E),(S)$. If $\mathrm{f}^{\Omega}$ is not relatively cohomologous to a constant, then
(1) There exists a continuously differentiable strictly convex function $\mathcal{F}: \mathbb{R} \rightarrow \mathbb{R}$ such that for a.e. $\omega \in \Omega$,

$$
\mathcal{F}(\xi)=\lim _{N \rightarrow \infty} \frac{1}{N} \log \mathbb{E}^{\omega}\left(\mathrm{e}^{\xi S_{N}^{\omega}}\right) \quad(\xi \in \mathbb{R})
$$

(2) Let $\mathcal{F}^{\prime}( \pm \infty):=\lim _{\xi \rightarrow \pm \infty} \mathcal{F}^{\prime}(\xi)$, and let $\mathcal{I}_{N}^{\omega}(\eta)$ and $\mathcal{I}(\eta)$ denote the Legendre transforms of $\mathcal{G}_{N}^{\omega}(\xi):=$ $\frac{1}{N} \log \mathbb{E}^{\omega}\left(\mathrm{e}^{\xi S_{N}^{\omega}}\right)$ and $\mathcal{F}(\xi)$. Then for a.e. $\omega$, for every $\eta \in\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right), \mathcal{I}_{N}^{\omega}(\eta) \underset{N \rightarrow \infty}{ } I(\eta)$.
(3) $I(\eta)$ is continuously differentiable, strictly convex, has compact level sets, is equal to zero at the asymptotic mean $\mu$, and is strictly positive elsewhere.
(4) With probability one, we have full large deviations regime, and the large deviation thresholds and the positivity thresholds of $\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)$ (defined in §7.4) satisfy
$\mathfrak{c}_{-}=\mathfrak{r}_{-}=\frac{\mathcal{F}^{\prime}(-\infty)-\mu}{\sigma^{2}}=\lim _{N \rightarrow \infty} \frac{\operatorname{ess} \inf \left[S_{N}^{\omega}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)\right]}{\sigma^{2} N}, \quad \mathfrak{c}_{+}=\mathfrak{r}_{+}=\frac{\mathcal{F}^{\prime}(+\infty)-\mu}{\sigma^{2}}=\lim _{N \rightarrow \infty} \frac{\operatorname{ess} \sup \left[S_{N}^{\omega}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)\right]}{\sigma^{2} N}$.

Corollary 9.13 (Kifer) Assume the conditions of the previous theorem, and let $\overline{\mathcal{I}}(\eta):=\sup _{\xi \in \mathbb{R}}\{\xi \eta-\mathcal{F}(\xi)\}$. Then $\bar{I}=I$ on $\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right), \bar{I}=+\infty$ outside $\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right)$, and for a.e. $\omega$, $S_{N}^{\omega} / N$ satisfies the large deviations principle with the rate function $\overline{\mathcal{I}}(\eta)$ :
(1) $\limsup _{N \rightarrow \infty} \frac{1}{N} \log \mathbb{P}^{\omega}\left[S_{N}^{\omega} / N \in K\right] \leq-\inf _{\eta \in K} \overline{\mathcal{I}}(\eta)$ for all closed sets $K \subset \mathbb{R}$.
(2) $\liminf _{N \rightarrow \infty} \frac{1}{N} \log \mathbb{P}^{\omega}\left[S_{N}^{\omega} / N \in G\right] \geq-\inf _{\eta \in G} \overline{\mathcal{I}}(\eta)$ for all open sets $G \subset \mathbb{R}$.

Proof Use Lemma A. 3 and the Gärtner-Ellis Theorem (Appendix A).

Theorem 9.14 Suppose $X^{\Omega}$ have a finite noise process, and $\left(X^{\Omega}, f^{\Omega}\right)$ satisfies $(C)$ or $(D)$, and each of $(S)$, $(E)$, (G), (B).
(1) Non-Lattice LLT for Large Deviations: Assume $f^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ for any $t \neq 0$. Then for a.e. $\omega$, for every open interval $(a, b)$, and for every $z_{N} \in \mathbb{R}$ s.t. $\frac{z_{N}}{N} \rightarrow z$, if $\frac{z-\mu}{\sigma^{2}} \in\left(c_{-}, \mathfrak{c}_{+}\right)$then

$$
\mathbb{P}^{\omega}\left[S_{N}^{\omega}-z_{N} \in(a, b)\right]=[1+o(1)] \cdot \frac{\mathrm{e}^{-V_{N}^{\omega} \mathcal{I}_{N}^{\omega}\left(z_{N} / V_{N}^{\omega}\right)}}{\sqrt{2 \pi \sigma^{2} N}}|a-b| \rho_{N}^{\omega}\left(\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}}\right) \times \frac{1}{|a-b|} \int_{a}^{b} \mathrm{e}^{-t \xi_{N}^{\omega}\left(\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}}\right)} \mathrm{d} t
$$

with $\rho_{N}^{\omega}, \xi_{N}^{\omega}$ as in Theorem 7.8(4).
(2) Lattice LLT for Large Deviations: Suppose $\mathrm{f}^{\Omega}$ is integer valued, and not relatively cohomologous to a coset of $t \mathbb{Z}$ for any integer $t>1$. Then for a.e. $\omega$, for every $z_{N} \in \mathbb{Z}$ such that $\frac{z_{N}}{N} \rightarrow z$, if $\frac{z-\mu}{\sigma^{2}} \in\left(\mathfrak{c}_{-}, \mathfrak{c}_{+}\right)$then

$$
\mathbb{P}^{\omega}\left[S_{N}^{\omega}=z_{N}\right]=[1+o(1)] \cdot \frac{\mathrm{e}^{-V_{N}^{\omega} I_{N}^{\omega}\left(z_{N} / V_{N}^{\omega}\right)}}{\sqrt{2 \pi \sigma^{2} N}} \rho_{N}^{\omega}\left(\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}}\right),
$$

with $\rho_{N}^{\omega}$ as in Theorem 7.8(4).
(3) For a.e. $\omega$, for each sequence $z_{N}$ such that $\lim _{N \rightarrow \infty} \frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{N}=0$, it holds that

$$
V_{N}^{\omega} \mathcal{I}_{N}^{\omega}\left(z_{N} / V_{N}^{\omega}\right)=\frac{1+o(1)}{2 \sigma^{2}}\left(\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{\sqrt{N}}\right)^{2} \text { as } N \rightarrow \infty
$$

So far we have focused on MCRE with finite noise spaces. We will now address the case of MCRE with infinite noise spaces. First, here are two examples of the new phenomena which may occur.

Example 9.15 (No Asymptotic Mean) For MCRE with infinite noise spaces, it is possible that $\mathbb{E}\left(S_{N}^{\omega}\right) / N$ oscillates for a.e. $\omega$, without converging.

Proof. Let $\left\{Y_{n}\right\}_{n \in \mathbb{Z}}$ be the simple random walk on $\mathbb{Z}$, started from the stationary (infinite) distribution. In Example 9.5, we built a noise process $(\Omega, \mathscr{F}, m, T)$ such that $\Omega=\mathbb{Z}^{\mathbb{Z}}, T$ is the left shift, and $\omega=\left(\omega_{n}\right)_{n \in \mathbb{Z}} \in \Omega$ is $m$-distributed like $\left(Y_{n}\right)_{n \in \mathbb{Z}}$.

Let $\mathrm{X}=\left\{X_{n}\right\}_{n \in \mathbb{Z}}$ be a sequence of bounded iid random variables with positive expectation $c_{0}$, and independent of $\left\{Y_{n}\right\}$. Let $X^{\Omega}$ be the MCRE with noise process $(\Omega, \mathscr{F}, m, T)$, such that $\mathrm{X}^{\omega}=\mathrm{X}$ for all $\omega$ (so the generators $\pi(\omega, x, \mathrm{~d} y)$ and $\mu_{\omega}$ are independent of $\left.\omega\right)$. Let $\mathrm{f}^{\Omega}$ be the function $f(\omega, x, y):=1_{[0, \infty)}(\omega) x$.

For the pair $\left(X^{\Omega}, f^{\Omega}\right), \mathbb{E}^{\omega}\left[f_{n}^{\omega}\left(X_{n}^{\omega}, X_{n+1}^{\omega}\right)\right]=c_{0} 1_{\left[\omega_{n} \geq 0\right]}$, and so $\frac{1}{N} \mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)=\frac{c_{0}}{N} \#\left\{1 \leq n \leq N: \omega_{n} \geq 0\right\}$.
We claim that the RHS oscillates a.e. without converging. The liminf and limsup of the RHS are $T$-invariant, whence by ergodicity, constant. If the claim were false, then $W_{N}:=\frac{1}{N} \#\left\{1 \leq n \leq N: Y_{n} \geq 0\right\}$ would have converged a.e. to a constant. But this contradicts the arcsine law for the simple random walk.

Example 9.16 (Pathological Variance Growth) For MCRE with an infinite noise process, it is possible that $V_{N}^{\omega} \rightarrow \infty$ a.e., $V_{N}^{\omega}=o(N)$ a.e., and that there is no sequence of constants $a_{N}>0$ (independent of $\omega$ ) such that $V_{N}^{\omega} \sim a_{N}$ for a.e. $\omega$.
Proof. Let $X_{n}$ be iid bounded real random variables with variance one and distribution $\zeta$. Let $f_{n}(x)=x$. Let $(\Omega, \mathscr{F}, m, T)$ be an infinite noise process, and fix $E \in \mathscr{F}$ of finite positive measure. Let $\pi(\omega, x, \mathrm{~d} y):=$ $\zeta(\mathrm{d} y), f(\omega, x, y):=1_{E}(\omega) x$.

Then $S_{N}^{\omega}=\sum_{n=1}^{N} 1_{E}\left(T^{n} \omega\right) X_{n}$, and $V_{N}^{\omega}=\sum_{n=1}^{N} 1_{E}\left(T^{n} \omega\right)$. We now appeal to general results from infinite ergodic theory. Let $(\Omega, \mathscr{F}, m, T)$ be an ergodic, invertible, measure preserving map on a non-atomic $\sigma$-finite infinite measure space. Let $L_{+}^{1}:=\left\{A \in L^{1}(\Omega, \mathscr{F}, m): A \geq 0, \int A \mathrm{~d} m>0\right\}$. Then,
(1) $\sum_{n=1}^{N} A \circ T^{n}=\infty$ almost everywhere for all $A \in L_{+}^{1}$; (2) $\frac{1}{N} \sum_{n=1}^{N} A \circ T^{n} \xrightarrow[N \rightarrow \infty]{ } 0$ almost everywhere for all $A \in L^{1}$;
(3)Let $a_{N}$ be a sequence of positive real numbers, then
either $\liminf _{N \rightarrow \infty} \frac{1}{a_{N}} \sum_{n=1}^{N} A \circ T^{n}=0$ a.e. for all $A \in L_{+}^{1} ;$ or $\limsup _{N \rightarrow \infty} \frac{1}{a_{N}} \sum_{n=1}^{N} A \circ T^{n}=\infty$ a.e. for all $A \in L_{+}^{1}$ (or both).
So $\nexists a_{N}>0$ s.t. $\sum_{n=1}^{N} A\left(T^{n} \omega\right) \sim a_{N}$ for a.e. $\omega$, even for a single $A \in L_{+}^{1}$. (See [1]: (1) is the Halmos recurrence
theorem (see also Lemma 9.23); (2) follows from the ratio ergodic theorem; and (3) is a theorem of J. Aaronson.)
Specializing to the case $A=1_{E}$ we find that $V_{N}^{\omega} \rightarrow \infty$ a.e.; $V_{N}^{\omega}=o(N)$ a.e. as $N \rightarrow \infty$; and $\nexists a_{N}$ so that $V_{N}^{\omega} \sim a_{N}$ for a.e. $\omega \in \Omega$.

We continue to present our general results on MCRE with infinite noise spaces.
Theorem 9.17 Suppose $X^{\Omega}$ has an infinite noise process, on a non-atomic $\sigma$-finite measure space. Assume (B),(E),(S).
(1) If $\mathrm{f}^{\Omega}$ is relatively cohomologous to a constant, then $V_{N}^{\omega} \leq C$ for all $N$, for a.e. $\omega$, where $C=C\left(\epsilon_{0}, K\right)$ is a constant.
(2) If $\mathrm{f}^{\Omega}$ is not relatively cohomologous to a constant then $V_{N}^{\omega} \rightarrow \infty$ for a.e. $\omega$.

Theorem 9.18 Suppose $X^{\Omega}$ has an infinite noise process, on a non-atomic $\sigma$-finite measure space. Assume $\left(\mathrm{X}^{\Omega}, \mathrm{f}^{\Omega}\right)$ satisfies $(C)$ or $(D)$, and each of $(S),(E),(G),(B)$.
(a) Non-Lattice LLT: Suppose $\mathrm{f}^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ for any $t \neq 0$. Then for a.e. $\omega$, for every open interval $(a, b)$, and for every $z_{N}, z \in \mathbb{R}$ such that $\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{\sqrt{V_{N}^{\omega}}} \rightarrow z$, $\mathbb{P}^{\omega}\left[S_{N}^{\omega}-z_{N} \in(a, b)\right] \sim \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}^{\omega}}}|a-b|$ as $N \rightarrow \infty$.
(b) Lattice LLT: Suppose that all the values of $\mathrm{f}^{\Omega}$ are integers, and $\mathrm{f}^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ with an integer $t>1$. Then for a.e. $\omega$, for every $z_{N} \in \mathbb{Z}$ such that $\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{\sqrt{V_{N}^{\omega}}} \rightarrow z$, $\mathbb{P}^{\omega}\left[S_{N}^{\omega}=z_{N}\right] \sim \frac{\mathrm{e}^{-z^{2} / 2}}{\sqrt{2 \pi V_{N}^{\omega}}}$ as $N \rightarrow \infty$.

## Theorem 9.19 Under the assumptions of Theorem 9.18

(1) Suppose $f^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ for any $t \neq 0$. Then for a.e. $\omega$, $\left(X^{\omega}, f^{\omega}\right)$ satisfies the non-lattice LLT for large deviations (Theorem 7.8 parts (1),(2), and (4)).
(2) Suppose that all the values of $\mathrm{f}^{\Omega}$ are integers, and $\mathrm{f}^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ with an integer $t>1$. Then for a.e. $\omega,\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)$ satisfies the lattice LLT for large deviations (Theorem 7.8 (1),(3), and (4)).

### 9.3 Proofs

### 9.3.1 Existence of Stationary Measures

We prove Lemma 9.8. We need the following standard fact:
Lemma 9.20 Let $\Omega$ be a measurable space, and $\subseteq$ be a compact metric space. Let $\zeta_{\omega}(\omega \in \Omega)$ be Borel probability measures on $\mathfrak{S}$. If $\omega \mapsto \int \varphi \mathrm{d} \zeta_{\omega}$ is measurable for all continuous $\varphi: \subseteq \rightarrow \mathbb{R}$, then $\omega \mapsto \int \varphi \mathrm{d} \zeta_{\omega}$ is measurable for all bounded Borel $\varphi: \subseteq \rightarrow \mathbb{R}$.
Proof We will show that $\mathscr{F}:=\left\{\varphi: \subseteq \rightarrow \mathbb{R}: \omega \mapsto \int \varphi \mathrm{d} \zeta_{\omega}\right.$ is measurable $\}$ contains all bounded real-valued measurable functions on $\subseteq$.
(1) $\mathscr{F}$ contains $\mathscr{K}:=\left\{1_{K}: K \subset \mathfrak{S}\right.$ is compact $\}$, because each $1_{K}$ is the pointwise decreasing limit of a uniformly bounded sequence of continuous functions.
(2) The collection of compact subsets of $\mathfrak{\subseteq}$ generates the Borel $\sigma$-algebra, and is closed under finite intersections.
(3) $\mathscr{F}$ is closed under finite linear combinations, and under bounded increasing pointwise limits.

By the functional monotone class theorem, $\mathscr{F} \supset\{$ bounded measurable functions $\}$.
Proof of Lemma 9.8: $\mathcal{S}$ is compact. Fix $\omega \in \Omega$. Let $C$ denote the cone of non-negative continuous functions on $\Im$, with the supremum norm. The interior of $C$ is $C^{+}$, the open cone of strictly positive continuous functions.

Let $L_{k}^{\omega}: C \rightarrow C$ denote the operator $\left(L_{k}^{\omega} \varphi\right)(x)=\int \varphi(y) \pi\left(T^{k} \omega, x, \mathrm{~d} y\right)$. The right-hand-side is in $C$, because of the assumptions on $\pi(\omega, x, \mathrm{~d} y)$. Observe that

$$
\begin{equation*}
L_{k}^{\omega}=L_{k-\ell}^{T^{\ell} \omega} \tag{9.4}
\end{equation*}
$$

Since $\mathfrak{E}$ is compact and metrizable, the space of probability measures on $\mathfrak{C}$ is weak-star sequentially compact. Using a diagonal argument, we can construct $N_{k}=N_{k}(\omega) \rightarrow \infty$ and Borel probability measures $\mu_{i}^{\prime}$ on $\mathfrak{S}$ as follows: $\frac{1}{N_{k}} \sum_{n=1}^{N_{k}}\left(L_{-n}^{T^{i} \omega} \cdots L_{-1}^{T^{i} \omega}\right)^{*} \delta_{x} \xrightarrow[k \rightarrow \infty]{\longrightarrow} \mu_{i}^{\prime}$ weak star, for every $i \in \mathbb{Z}$. If $T^{i} \omega=T^{j} \omega$, then $\mu_{i}^{\prime}=\mu_{j}^{\prime}$, and we may define $\mu_{T^{i} \omega}^{\prime}:=\mu_{i}^{\prime}$. By (9.4), for every continuous function $\varphi$,

$$
\begin{equation*}
\mu_{i}^{\prime}\left(L_{0}^{T^{i} \omega} \varphi\right)=\mu_{i}^{\prime}\left(L_{-1}^{T^{i+1} \omega} \varphi\right)=\lim _{k \rightarrow \infty} \frac{1}{N_{k}} \sum_{n=2}^{N_{k}+1}\left(L_{-n}^{T^{i+1} \omega} \cdots L_{-1}^{T^{i+1} \omega} \varphi\right)(x)=\mu_{i+1}^{\prime}(\varphi) \tag{9.5}
\end{equation*}
$$

Equivalently, $\int \pi\left(T^{i} \omega, x, \mathrm{~d} y\right) \mu_{T^{i} \omega}^{\prime}(\mathrm{d} x)=\mu_{T^{i+1} \omega}^{\prime}$ for all $i \in \mathbb{Z}$. We obtain (S):

$$
\begin{equation*}
\mu_{T \omega}^{\prime}=\int \pi(\omega, x, \mathrm{~d} y) \mu_{\omega}^{\prime}(\mathrm{d} x) \tag{9.6}
\end{equation*}
$$

But it is not clear that $\omega \mapsto \mu_{\omega}^{\prime}$ is measurable. We will address this now.
Let $T_{n}^{\omega}:=L_{n}^{\omega} L_{n+1}^{\omega}$. By (E), for every $\varphi \in C$,

$$
\begin{aligned}
& \left(T_{n}^{\omega} \varphi\right)(x)=\iint \varphi(z) p\left(T^{n} \omega, x, y\right) p\left(T^{n+1} \omega, y, z\right) \mu_{T^{n+1} \omega}(\mathrm{~d} y) \mu_{T^{n+2} \omega}(\mathrm{~d} z) \\
& \in\left[\epsilon_{0} \int \varphi(z) \mu_{T^{n+2} \omega}(\mathrm{~d} z), \epsilon_{0}^{-2} \int \varphi(z) \mu_{T^{n+2} \omega}(\mathrm{~d} z)\right]
\end{aligned}
$$

Therefore, the diameter of $T_{n}^{\omega}(C)$ with respect to the Hilbert projective metric of $C$ is no larger than $6 \log \left(1 / \epsilon_{0}\right)$ (see Appendix B).

Call the projective metric $d_{C}$ and let $\theta:=\tanh \left(\frac{3}{2} \log \left(1 / \epsilon_{0}\right)\right)$ (a number in $\left.(0,1)\right)$. By Birkhoff's Theorem (Theorem B.6), for every $\varphi \in C^{+}$,

$$
d_{C}\left(L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi, L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} 1\right) \leq \theta^{n-1} d_{C}\left(T_{-2}^{\omega} \varphi, T_{-2}^{\omega} 1\right) \leq 6 \log \left(1 / \epsilon_{0}\right) \theta^{n-1}
$$

Since $L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} 1 \equiv 1$, this implies the existence of positive constants $M_{n}^{\omega}(\varphi)$ and $m_{n}^{\omega}(\varphi)$ such that $\log \left(\frac{M_{n}^{\omega}(\varphi)}{m_{n}^{\omega}(\varphi)}\right) \leq 6 \log \left(1 / \epsilon_{0}\right) \theta^{n-1}$, and $m_{n}^{\omega}(\varphi) \leq L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi \leq M_{n}^{\omega}(\varphi)$.Therefore

$$
\begin{equation*}
\left\|m_{n}^{\omega}(\varphi)^{-1} L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi-1\right\|_{\infty} \leq \delta_{n}:=\exp \left[6 \log \left(1 / \epsilon_{0}\right) \theta^{n-1}\right]-1 \tag{9.7}
\end{equation*}
$$

By (9.5), for every continuous function $\psi, \mu_{T^{-k} \omega}^{\prime}\left(L_{0}^{T^{-k} \omega} \psi\right)=\mu_{T^{-k+1} \omega}^{\prime}(\psi)$. So, $\mu_{T^{-2 n} \omega}^{\prime}\left(L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi\right) \equiv$ $\mu_{T^{-2 n} \omega}^{\prime}\left(L_{0}^{T^{-2 n} \omega} \cdots L_{0}^{T^{-1} \omega} \varphi\right)=\mu_{T^{-2 n+1} \omega}^{\prime}\left(L_{0}^{T^{-2 n+1} \omega} \cdots L_{0}^{T^{-1} \omega} \varphi\right)=\cdots=\mu_{T^{-1} \omega}^{\prime}\left(L_{0}^{T^{-1} \omega} \varphi\right)=\mu_{\omega}^{\prime}(\varphi)$.
So after integrating $m_{n}^{\omega}(\varphi)^{-1} L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi$ with respect to $\mu_{T^{-2 n} \omega}^{\prime}$, (9.7) gives

$$
\begin{equation*}
\left|m_{n}^{\omega}(\varphi)^{-1} \mu_{\omega}^{\prime}(\varphi)-1\right| \leq \delta_{n} \rightarrow 0 \tag{9.8}
\end{equation*}
$$

In particular, $m_{n}^{\omega}(\varphi) \underset{n \rightarrow \infty}{\longrightarrow} \int \varphi \mathrm{~d} \mu_{\omega}^{\prime}$, whence for every $\varphi \in C^{+}$and $x \in \mathbb{S}$,

$$
\begin{equation*}
\left(L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi\right)(x) \underset{n \rightarrow \infty}{\longrightarrow} \int \varphi \mathrm{~d} \mu_{\omega}^{\prime} \tag{9.9}
\end{equation*}
$$

For fixed $x \in \mathbb{\Im}, \omega \mapsto\left(L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi\right)(x)$ is measurable for all $\varphi \in C^{+}$. As $C^{+}-C^{+}=C(\mathbb{\Im}), \omega \mapsto \mu_{\omega}^{\prime}(\varphi)$ is measurable for all continuous $\varphi$. By Lemma 9.20, $\omega \mapsto \mu_{\omega}^{\prime}(\omega)$ is measurable for all bounded Borel functions $\varphi$. We proved part (1).

To see part (2), fix $\omega$, and let Y denote the inhomogeneous Markov chain with initial distribution $\mu_{T^{-3} \omega}^{\prime}$ and transition kernels $\pi_{n}(x, \mathrm{~d} y):=\pi\left(T^{n-3} \omega, x, \mathrm{~d} y\right)$.

Since $X^{\Omega}$ is uniformly elliptic, $Y$ is uniformly elliptic, with the same ellipticity constant, and with background measures $\mu_{n}:=\mu_{T^{n-3} \omega}^{\prime}$. By Proposition 2.8, $\epsilon_{0} \leq \frac{\mathbb{P}\left(Y_{n} \in E\right)}{\mu_{T^{n-3} \omega}(E)} \leq \epsilon_{0}^{-1}$ for all $E \in \mathscr{B}(\mathbb{S})$ and $n \geq 3$. By (9.6), Y satisfies (S), and the numerator equals $\mu_{T^{n-3} \omega}^{\prime}(E)$. So $\mu_{T^{n-3} \omega}^{\prime} \ll \mu_{T^{n-3} \omega}$ for all $n \geq 3$, and the Radon-Nikodym derivative is bounded between $\epsilon_{0}$ and $\epsilon_{0}^{-1}$. We proved part (2).

We proceed to part (3). Suppose $\Omega$ is a metric space, and $T: \Omega \rightarrow \Omega$ and $(\omega, x) \mapsto \pi(\omega, x, \mathrm{~d} y)$ are continuous. By (9.8), for every $\varphi \in C^{+}, \sup _{\omega \in \Omega}\left|m_{n}^{\omega}(\varphi)-\mu_{\omega}^{\prime}(\varphi)\right| \leq \frac{\delta_{n}\|\varphi\|_{\infty}}{1-\delta_{n}} \xrightarrow[n \rightarrow \infty]{ } 0$.

By (9.7), for each fixed $x \in \mathbb{S},\left(L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi\right)(x) \xrightarrow[n \rightarrow \infty]{ } \mu_{\omega}^{\prime}(\varphi)$ uniformly on $\Omega$. By our assumptions, $\left(L_{-2 n}^{\omega} \cdots L_{-1}^{\omega} \varphi\right)(x)$ are continuous in $\omega$. Since the uniform limit of continuous functions is continuous, $\omega \mapsto$ $\mu_{\omega}^{\prime}(\varphi)$ is continuous.

### 9.3.2 The Essential Range is Almost Surely Constant

From this point, and until the end of section 9.3, we assume that $\left(X^{\Omega}, f^{\Omega}\right)$ are as in (9.1) and (9.2), and that $(B),(E),(S)$ hold. Unless stated otherwise, we allow the noise process to be infinite.

The purpose of this section is to prove the following result:
Proposition 9.21 There exist closed subgroups $H, G_{\text {ess }} \leq \mathbb{R}$ s.t. for $m$-a.e. $\omega$, the co-range of $\left(\mathrm{X}^{\omega}, f^{\omega}\right)$ equals $H$, the essential range of $\left(\mathrm{X}^{\omega}, f^{\omega}\right)$ equals $G_{\text {ess }}$, and

$$
G_{\text {ess }}= \begin{cases}\mathbb{R} & H=\{0\}, \\ \frac{2 \pi}{t} \mathbb{Z} & H=t \mathbb{Z}, \quad t \neq 0, \\ \{0\} & H=\mathbb{R} .\end{cases}
$$

We call $H$ and $G_{\text {ess }}$ the a.s. co-range and a.s. essential range.

We need a few preliminary comments on the structure constants of $\left(X^{\omega}, f^{\omega}\right)$. Fix an element $\omega$ in the noise space, and let $\operatorname{Hex}(\omega)$ denote the probability space of position 3 hexagons for $X^{\omega}$. Let $m_{\omega}$ denote the hexagon measure, as defined in $\S 2.3 .1$. Recall the definition of the balance $\Gamma(P)$ of a hexagon $P$, and define

$$
u(\omega):=\mathbb{E}\left(|\Gamma(P)|^{2}\right)^{1 / 2}, \quad d(\omega, \xi):=\mathbb{E}\left(\left|\mathrm{e}^{\mathrm{i} \xi \Gamma(P)}-1\right|^{2}\right)^{1 / 2}, \quad\left(\operatorname{expectation~on~} P \in \operatorname{Hex}(\omega) \text { w.r.t. } m_{\omega}\right)
$$

By (S), the probability space of position $n+3$ hexagons for $\mathrm{X}^{\omega}$ is $\left(\operatorname{Hex}\left(T^{n} \omega\right), m_{T^{n} \omega}\right)$. Therefore the structure constants of $\left(X^{\omega}, f^{\omega}\right)$ are given by

$$
\begin{equation*}
d_{n+3}\left(\xi, \mathrm{f}^{\omega}\right)=d\left(T^{n} \omega, \xi\right) \quad \text { and } \quad u_{n+3}\left(\mathrm{f}^{\omega}\right)=u\left(T^{n} \omega\right) \quad(n \geq 0) \tag{9.10}
\end{equation*}
$$

Lemma 9.22 $u(\cdot), d(\cdot, \cdot)$ are Borel measurable, and for every $\omega, d(\omega, \cdot)$ is continuous. In addition, if $\mathrm{X}^{\Omega}$ satisfies $(C)$, then $u(\cdot), d(\cdot, \cdot)$ are continuous.

Proof The lemma follows from the explicit formulas for the hexagon measure and the function $\Gamma: \Im^{6} \rightarrow \mathbb{R}$. We omit the details, which are routine.

Proof of Proposition 9.21. Let $H_{\omega}:=H\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)$ be the essential range of $\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)$. By Theorem 4.3, $H_{\omega}$ is either $\mathbb{R}$ or $t \mathbb{Z}$ for some $t=t(\omega) \geq 0$. By (9.10) $D_{N}(\xi, \omega):=\sum_{n=3}^{N} d_{n}\left(\xi, \mathrm{f}^{\omega}\right)^{2} \equiv \sum_{n=0}^{N-3} d\left(T^{n} \omega, \xi\right)^{2}$.
Step 1: $U(a, b):=\left\{\omega \in \Omega: D_{N}(\cdot, \omega) \underset{N \rightarrow \infty}{ } \infty\right.$ uniformly on $\left.(a, b)\right\}$ is measurable and $T$-invariant $\forall a<b$.
Proof. Observe that $d^{2} \leq 4$, therefore $\left|D_{N}(\xi, T \omega)-D_{N}(\xi, \omega)\right| \leq 8$. It follows that $U(a, b)$ is $T$-invariant.
Measurability is because of the identity $U(a, b)=\left\{\omega \in \Omega: \begin{array}{l}\forall M \in \mathbb{Q} \exists N \in \mathbb{N} \text { s.t. } \\ \text { for all } \xi \in(a, b) \cap \mathbb{Q}, D_{N}(\omega, \xi)>M\end{array}\right\}$. The inclusion $\subset$ is obvious. The inclusion $\supset$ is because if $\omega \notin U(a, b)$ then for some $M \in \mathbb{Q}$, for all $N \in \mathbb{N}$ there exists some $\eta_{N} \in(a, b)$ such that $D_{N}\left(\omega, \eta_{N}\right)<M$, whence by the continuity of $\eta \mapsto D_{N}(\omega, \eta)$ there is some $\xi_{N} \in(a, b) \cap \mathbb{Q}$ such that $D_{N}\left(\omega, \xi_{N}\right)<M$. So $\omega \notin U(a, b) \Rightarrow \omega \notin$ RHS.

STEP 2: The sets $\Omega_{1}:=\left\{\omega \in \Omega: H_{\omega}=\{0\}\right\}, \Omega_{2}:=\left\{\omega \in \Omega: H_{\omega}=\mathbb{R}\right\}$, and $\Omega_{3}:=\left\{\omega \in \Omega: \exists t \neq 0\right.$ s.t. $\left.H_{\omega}=t \mathbb{Z}\right\}$ are measurable and $T$-invariant. Therefore by ergodicity, for each $i$, either $m\left(\Omega_{i}\right)=0$ or $m\left(\Omega_{i}^{c}\right)=0$.
Proof. Recall that for Markov chains, $D_{N} \rightarrow \infty$ uniformly on compact subsets of the complement of the co-range (Theorem 4.9). So $\Omega_{1}=\bigcap_{n=1}^{\infty} U\left(\frac{1}{n}, n\right), \quad \Omega_{2}=\bigcap_{0<a<b \text { rational }} U(a, b)^{c}, \quad \Omega_{3}=\Omega_{1}^{c} \cap \Omega_{2}^{c}$.

By Step $1, \Omega_{i}$ are $T$-invariant and measurable. Since $T$ is ergodic, these sets are either of measure zero or of full measure.

By Theorem 4.4, if $\Omega_{1}$ has full measure, then the essential range is a.e. $\mathbb{R}$, and if $\Omega_{2}$ has full measure, then the essential range is a.e. $\{0\}$. It remains to consider the case when $\Omega_{3}$ has full measure.

Step 3: If $\Omega_{3}$ has full measure, then there exist $t \neq 0$ such that $\Omega_{3}(t):=\left\{\omega \in \Omega: H_{\omega}=t \mathbb{Z}\right\}$ has full measure, and then the essential range is a.e. $(2 \pi / t) \mathbb{Z}$.

Proof. For every $\omega \in \Omega_{3}$ there exists $t(\omega)>0$ such that $H_{\omega}=t(\omega) \mathbb{Z}$. We can characterize $t(\omega)$ as follows:

$$
t(\omega)=\sup \left\{t \in \mathbb{Q} \cap(0, \infty): \begin{array}{l}
D_{N}(\omega, \cdot) \rightarrow \infty \text { uniformly } \\
\text { on compact subsets of }(0, t)
\end{array}\right\}
$$

It is clear from this expression that $t(T \omega)=t(\omega)$, and that for every $A>0,[t(\omega) \geq A]=\bigcap_{0<a<b<A \text { rational }} U(a, b)$.
So $t(\cdot)$ is a measurable $T$-invariant function.
By ergodicity, there is a constant $t$ such that $t(\omega)=t$ for a.e. $\omega$. So $H_{\omega}=t \mathbb{Z}$ a.e. By Theorem 4.4, $G_{e s s}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)=(2 \pi / t) \mathbb{Z}$ a.e.

### 9.3.3 Variance Growth

In this section we prove Theorems 9.10 and 9.17 on the behavior of $V_{N}^{\omega}$, as $N \rightarrow \infty$.
Lemma 9.23 Suppose $(\Omega, \mathscr{F}, m, T)$ is an invertible, ergodic, measure preserving map on a probability space or a non-atomic infinite measure space. Let $A: \Omega \rightarrow \mathbb{R}$ be a non-negative measurable function. Either $A=0$ a.e., or $\sum_{n \geq 0} A \circ T^{n}=\infty$ a.e.
Proof If $m(\Omega)<\infty$, then the lemma follows from the pointwise ergodic theorem. If $m(\Omega) \leq \infty$, then we can use the following well-known argument [1].

If $A$ is not equal to 0 a.e., then there is an $\varepsilon>0$ such that $E:=\{\omega \in \Omega: A(\omega) \geq \varepsilon\}$ has positive measure. We claim that

$$
\begin{equation*}
\sum_{n \geq 0} 1_{E}\left(T^{n} \omega\right)=\infty \text { a.e. on } E \tag{9.11}
\end{equation*}
$$

Since $A \geq \varepsilon 1_{E}$, (9.11) implies that $\sum_{n \geq 0} A\left(T^{n} \omega\right)=\infty$ almost everywhere on $E$, whence (by ergodicity) almost everywhere on $\Omega$.

Suppose by way of contradiction that (9.11) fails, then there exists $N$ s.t. $W:=\left\{\omega \in E: \sum_{n=0}^{\infty} 1_{E}\left(T^{n} \omega\right)=N\right\}$ has positive measure.

The invertibility and measurability of $T$ imply that $T^{n}(W)$ are measurable and pairwise disjoint. By nonatomicity, we can break $W=W_{1} \cup W_{2}$ where $W_{i}$ are measurable, disjoint, and with positive measure. By invertibility, $\widehat{W}_{i}:=\bigcup_{n \in \mathbb{Z}} T^{n} W_{i}$ are disjoint $T$-invariant sets with positive measure. But this contradicts ergodicity.

Part 1: Either $\mathbf{V}_{\mathbf{N}}^{\omega}$ is Bounded Almost Surely , or $\mathbf{V}_{\mathbf{N}}^{\omega} \rightarrow \infty$ Almost Surely. Recall that $|f|<K$, and $\epsilon_{0}$ is an ellipticity constant for $\mathrm{X}^{\omega}$. By Theorem 3.7 and (9.10) there are positive constants $C_{i}=C_{i}\left(\epsilon_{0}, K\right)(i=1,2)$ such that for all $N, \quad C_{1}^{-1} \sum_{n=3}^{N} u\left(T^{n} \omega\right)^{2}-C_{2} \leq V_{N}^{\omega} \leq C_{1} \sum_{n=3}^{N} u\left(T^{n} \omega\right)^{2}+C_{2}$.

If $u(\omega)=0 m$-a.e., then for a.e. $\omega, V_{N}^{\omega} \leq C_{2}$ for all $N$. Otherwise, by Lemma 9.23, $\sum_{n=3}^{N} u\left(T^{n} \omega\right)^{2} \underset{N \rightarrow \infty}{\longrightarrow}$, whence $V_{N}^{\omega} \rightarrow \infty$ almost everywhere.
Part 2: Linear Growth of Variance when $\mathbf{V}_{\mathbf{N}}^{\omega} \rightarrow \infty$ a.e. and $\mathbf{m}(\boldsymbol{\Omega})=\mathbf{1}$. Suppose $m(\Omega)=1$ and $V_{N}^{\omega} \rightarrow \infty$ almost surely. We claim that

$$
\begin{equation*}
\exists \sigma^{2}>0 \text { s.t. } V_{N}^{\omega} \sim N \sigma^{2} \text { a.s. } \tag{9.12}
\end{equation*}
$$

Let $\sigma_{0}^{2}:=\int_{\Omega} u^{2} d m$. This is a finite number, because $\|u\|_{\infty} \leq 6 K$ by (B), and $m(\Omega)=1$. This is a positive number, because as we saw in part 1, if $u=0$ a.e., then $V_{N}^{\omega}=O(1)$ a.e. contrary to our assumptions.

By the pointwise ergodic theorem, $\sum_{n=3}^{N} u\left(T^{n} \omega\right)^{2}=[1+o(1)] \sigma_{0}^{2} N$. Hence

$$
\begin{equation*}
V_{N}^{\omega} \geq[1+o(1)] C_{1}\left(\epsilon_{0}, K\right)^{-1} N \sigma_{0}^{2} \rightarrow \infty . \tag{9.13}
\end{equation*}
$$

$V_{N}^{\omega}=\sum_{n=1}^{N} \operatorname{Var}^{\omega}\left(F_{n}\right)+2 \sum_{n=1}^{N} \sum_{k=1}^{N-n} \operatorname{Cov}^{\omega}\left(F_{n}, F_{n+k}\right)$, where $F_{n}:=f\left(T^{n} \omega, X_{n}^{\omega}, X_{n+1}^{\omega}\right) . \mathrm{By}(\mathrm{S}),\left\{X_{i}^{T^{n-1} \omega}\right\}_{i \geq 1}$ is equal in distribution to $\left\{X_{i}^{\omega}\right\}_{i \geq n} . \operatorname{SoCov}^{\omega}\left(F_{n}, F_{n+k}\right)=\psi_{k}\left(T^{n-1} \omega\right)$, where $\psi_{k}(\omega):=\operatorname{Cov}^{\omega}\left(f\left(T \omega, X_{1}^{\omega}, X_{2}^{\omega}\right), f\left(T^{k+1} \omega, X_{k+1}^{\omega}, X_{k+2}^{\omega}\right)\right)$. Thus $V_{N}^{\omega}=\sum_{n=0}^{N-1} \psi_{0}\left(T^{n} \omega\right)+2 \sum_{n=0}^{N-1} \sum_{k=1}^{N-n} \psi_{k}\left(T^{n} \omega\right)$. The next step is to find the limit of $(1 / N) \times$ RHS as $N \rightarrow \infty$.

By the pointwise ergodic theorem, for a.e. $\omega, \lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \psi_{0}\left(T^{n} \omega\right)=\int \psi_{0} \mathrm{~d} m$. Next we recall that $\left\|\psi_{k}\right\|_{\infty} \leq$ $C_{m i x}\|f\|_{\infty}^{2} \theta^{k}$, with $C_{m i x}>0$ and $0<\theta<1$ which depend only on $\epsilon_{0}$ (Proposition 2.13). Therefore for every $M$,

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \sum_{k=1}^{N-n} \psi_{k}\left(T^{n} \omega\right)=\left[\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \sum_{k=1}^{M-1} \psi_{k}\left(T^{n} \omega\right)\right]+O\left(\theta^{M}\right)
$$

whence by the ergodic theorem $\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=0}^{N-1} \sum_{k=1}^{N-n} \psi_{k}\left(T^{n} \omega\right)=\sum_{k=1}^{\infty} \int \psi_{k} \mathrm{~d} m$, with the last sum converging exponentially fast. In summary, $\frac{1}{N} V_{N}^{\omega} \xrightarrow[N \rightarrow \infty]{ } \sigma^{2}:=\int\left(\psi_{0}+2 \sum_{k=1}^{\infty} \psi_{k}\right) \mathrm{d} m$. By (9.13), $\frac{1}{N} V_{N}^{\omega} \nrightarrow 0$ a.e, so $\sigma^{2}>0$, and (9.12) is proved.

We now show that the following properties are equivalent:
(a) $f^{\Omega}$ is relatively cohomologous to a constant; (b) $\underset{\omega \in \Omega}{\operatorname{ess} \sup }\left(\sup _{N \in \mathbb{N}} V_{N}^{\omega}\right)<\infty$; (c) $m\left\{\omega: V_{N}^{\omega}\right.$ is bounded $\}>0$.

Part 3: $(\mathbf{a}) \Rightarrow(\mathbf{b}) \Rightarrow(\mathbf{c}):$ Suppose $f^{\Omega}$ is relatively cohomologous to a constant. Then there are uniformly bounded measurable functions $a: \Omega \times \Im \rightarrow \mathbb{R}$ and $c: \Omega \rightarrow \mathbb{R}$ such that for $m$-a.e. $\omega$, for every $n$, and with full probability with respect to the distribution of $\left\{X_{k}^{\omega}\right\}, f_{n}^{\omega}\left(X_{n}^{\omega}, X_{n+1}^{\omega}\right)=a\left(T^{n} \omega, X_{n}^{\omega}\right)-a\left(T^{n+1} \omega, X_{n+1}^{\omega}\right)+c\left(T^{n} \omega\right)$.
Summing over $n$, we see that for a.e. $\omega, \forall N,\left|S_{N}^{\omega}-\sum_{n=1}^{N} c\left(T^{n} \omega\right)\right|=\left|a\left(T \omega, X_{1}^{\omega}\right)-a\left(T^{N+1} \omega, X_{N+1}^{\omega}\right)\right| \leq 2 \sup |a|$. Recalling that the variance of a random variable $S$ is $\inf _{c \in \mathbb{R}}\|S-c\|_{2}^{2}$, we deduce that for a.e. $\omega, V_{N}^{\omega} \leq 4$ sup $a^{2}$, whence (b). Clearly (b) $\Rightarrow(\mathrm{c})$.
Part 4: $(\mathbf{c}) \Rightarrow(\mathbf{a})$ : We saw in the proof of part (1) that if (c) holds, then $V_{N}^{\omega}=O(1)$ a.e. and $u(\omega)=0$ a.e. Since $m$ is $T$-invariant, $\sum u_{n}^{2}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)=0$ a.e. Applying the gradient lemma to $\mathrm{X}^{\omega}$, we find bounded functions $g_{n}^{\omega}$ and constants $c_{n}^{\omega}$ such that $f_{n}^{\omega}\left(X_{n}^{\omega}, X_{n+1}^{\omega}\right)=g_{n}^{\omega}\left(X_{n}^{\omega}\right)-g_{n+1}^{\omega}\left(X_{n+1}^{\omega}\right)+c_{n}^{\omega} \mathbb{P}^{\omega}-$ a.s. Moreover, the proof of the gradient lemma shows that we can take

$$
c_{n}^{\omega}=\mathbb{E}^{\omega}\left[f_{n-2}^{\omega}\left(X_{n-2}^{\omega}, X_{n-1}^{\omega}\right)\right], \quad g_{n}^{\omega}(z)=\mathbb{E}^{\omega}\left(f_{n-2}^{\omega}\left(Z_{n-2}^{\omega}, Y_{n-1}^{\omega}\right)+f_{n-1}^{\omega}\left(Y_{n-1}^{\omega}, X_{n}^{\omega}\right) \mid X_{n}^{\omega}=z\right),
$$

where $\underline{L}_{n}^{\omega}:=\left(Z_{n-2}^{\omega}, Y_{n-1}^{\omega}, X_{n}^{\omega}\right)$ is the $n$-th element of the ladder process of $\mathrm{X}^{\omega}$. By $(\mathrm{S}), g_{n}^{\omega}(x)=a\left(T^{n} \omega, x\right)$ and $c_{n}^{\omega}=c\left(T^{n} \omega\right)$, where $a(\cdot, \cdot), c(\cdot)$ are bounded measurable functions. So $f^{\Omega}$ is relatively cohomologous to a constant.

### 9.3.4 Irreducibility and the LLT

In this section we prove Theorems 9.11 and 9.18. The main ingredient in the proof is the following criterion for irreducibility:
Proposition 9.24 Suppose $\left(X^{\Omega}, f^{\Omega}\right)$ satisfies $(C)$ or $(D)$, and each of $(S),(E),(G)$.
(1) $f^{\omega}$ is irreducible with essential range $\mathbb{R}$ for a.e. $\omega$ iff $f^{\Omega}$ is not relatively cohomologous to a coset $t \mathbb{Z}$ for any $t \neq 0$.
(2) Suppose $f^{\Omega}$ is integer valued, then $f^{\omega}$ is irreducible with essential range $\mathbb{Z}$ for a.e. $\omega$ iff $f^{\Omega}$ is not relatively cohomologous to a coset $t \mathbb{Z}$ for any $t>1$.
(In this proposition, we allow the noise space to be infinite.)
Lemma 9.25 Suppose $W_{1}, W_{2}$ are two independent random variables such that for some a, $t \in \mathbb{R}, W_{1}+W_{2} \in a+t \mathbb{Z}$ with full probability. Then we can decompose $a=a_{1}+a_{2}$ so that $W_{1} \in a_{1}+t \mathbb{Z}$ a.s., and $W_{2} \in a_{2}+t \mathbb{Z}$ a.s.

Proof Without loss of generality $a=0, t=2 \pi$. Then $\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} W_{1}}\right)\right| \cdot\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} W_{2}}\right)\right|=\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i}\left(W_{1}+W_{2}\right)}\right)\right|=1$. Necessarily, $\left|\mathbb{E}\left(\mathrm{e}^{\mathrm{i} W_{k}}\right)\right|=1 \quad(k=1,2)$. Choose $a_{k}$ such that $\mathbb{E}\left(\mathrm{e}^{\mathrm{i}\left(W_{k}-a_{k}\right)}\right)=1$, then $\mathbb{E}\left(\cos \left(W_{k}-a_{k}\right)\right)=1$, whence $W_{k}-a_{k} \in 2 \pi \mathbb{Z}$ almost surely. Thus $a_{1}+a_{2} \in 2 \pi \mathbb{Z}$, and there is no problem to adjust $a_{1}$ to get $a_{1}+a_{2}=0$.

Lemma 9.26 Let $\Omega$ be a measurable space, $\mathfrak{G}$ be a separable metric space, and $\psi: \Omega \times \subseteq \rightarrow \mathbb{R}$ be Borel. If, for each $\omega, \psi(\omega, \cdot)$ is continuous on $\mathfrak{\Im}$ and positive somewhere, then there exists a measurable $x: \Omega \rightarrow \mathfrak{\Im}$ such that $\psi(\omega, x(\omega))>0$.

Proof Fix a countable dense set $\left\{x_{i}\right\} \subset \subseteq$. For every $\omega$ there exists an $i$ such that $\psi\left(\omega, x_{i}\right)>0$. So $i(\omega):=$ $\min \left\{i \in \mathbb{N}: \psi\left(\omega, x_{i}\right)>0\right\}$ is well-defined and Borel measurable. Take $x(\omega):=x_{i(\omega)}$.

Proof of Proposition 9.24 We begin with part 1 of the proposition.
Proof of $(\Rightarrow)$ : Suppose $G_{\text {ess }}\left(X^{\omega}, f^{\omega}\right)=\mathbb{R}$ for a.e. $\omega$, and assume by way of contradiction that $f^{\Omega}$ is relatively cohomologous to a coset $t \mathbb{Z}$ for some $t$.

It is easy to see that in this case there are measurable functions $g(\omega, x, y)$ and $c(\omega)$ so that for $m$-a.e. $\omega$,

$$
f\left(T \omega, X_{1}^{\omega}, X_{2}^{\omega}\right)+g\left(T \omega, X_{1}^{\omega}\right)-g\left(T^{2} \omega, X_{2}^{\omega}\right)+c(T \omega) \in t \mathbb{Z} \quad \mathbb{P}^{\omega}-\text { a.s. }
$$

By the $T$-invariance of $m$, we may replace $\omega$ by $T^{n-1} \omega$ and obtain that for $m$-a.e. $\omega$,

$$
f\left(T^{n} \omega, X_{1}^{T^{n-1} \omega}, X_{2}^{T^{n-1} \omega}\right)+g\left(T^{n} \omega, X_{1}^{T^{n-1} \omega}\right)-g\left(T^{n+1} \omega, X_{2}^{T^{n-1} \omega}\right)+c\left(T^{n} \omega\right) \in t \mathbb{Z} \text { a.s. }
$$

By (S), ( $\left.X_{1}^{T^{n-1} \omega}, X_{2}^{T^{n-1} \omega}\right)$ is equal in distribution to $\left(X_{n}^{\omega}, X_{n+1}^{\omega}\right)$. So

$$
f\left(T^{n} \omega, X_{n}^{\omega}, X_{n+1}^{\omega}\right)+g\left(T^{n} \omega, X_{n}^{\omega}\right)-g\left(T^{n+1} \omega, X_{n+1}^{\omega}\right)+c\left(T^{n} \omega\right) \in t \mathbb{Z} \text { a.s. for a.e. } \omega .
$$

Let $g^{\omega}:=\left\{g\left(T^{n} \omega, \cdot\right)\right\}_{n \geq 1}$ and $c^{\omega}:=\left\{c\left(T^{n} \omega\right)\right\}_{n \geq 1}$, then $f^{\omega}-\nabla g^{\omega}+c^{\omega}$ is a reduction of $f^{\omega}$ to an additive functional with algebraic range inside $t \mathbb{Z}$, a contradiction.
Proof of $(\Leftarrow)$ : Suppose $f^{\Omega}$ is not relatively cohomologous to a coset $t \mathbb{Z}$ for any $t \neq 0$. Necessarily $f^{\Omega}$ is not relatively cohomologous to a constant, and by Theorems 9.10 and $9.17, V_{N}^{\omega} \rightarrow \infty$ for a.e. $\omega$.

Assume by way of contradiction that $G_{\text {ess }}\left(\mathrm{X}^{\omega}, f^{\omega}\right) \neq \mathbb{R}$ on a set of positive measure of $\omega$. By Proposition $9.21, G_{\text {ess }}\left(X^{\omega}, f^{\omega}\right)=G_{\text {ess }}$ a.e., where $G_{\text {ess }}=\{0\}$ or $\frac{2 \pi}{t} \mathbb{Z}$ with $t \neq 0$. The first possibility cannot happen, because it implies that $\mathrm{f}^{\omega}$ is center-tight, so by Theorem 3.8, $V_{N}^{\omega}=O(1)$, whereas $V_{N}^{\omega} \rightarrow \infty$ a.e. So there exists $t \neq 0$ such that $G_{\text {ess }}\left(\mathrm{X}^{\omega}, f^{\omega}\right)=(2 \pi / t) \mathbb{Z}$ a.e., and $H_{\omega}:=H\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)=t \mathbb{Z}$ a.e.

Fix $\omega$ such that $H_{\omega}=t \mathbb{Z}$. By the reduction lemma, there are measurable functions $g_{n}^{\omega}(x), h_{n}^{\omega}(x, y)$ with $\sum \operatorname{Var}^{\omega}\left[h_{n}^{\omega}\right]<\infty$, and there are constants $c_{n}^{\omega}$, such that

$$
\exp \left[\mathrm{i} t\left(f_{n}^{\omega}(x, y)-g_{n}^{\omega}(x)+g_{n+1}^{\omega}(y)+h_{n}^{\omega}(x, y)-c_{n}^{\omega}\right)\right]=1
$$

almost surely with respect to the distribution of $\left(X_{n}^{\omega}, X_{n+1}^{\omega}\right)$. Let $\lambda_{n}^{\omega}=\mathrm{e}^{\mathrm{i} t c_{n}^{\omega}}$, and $a_{n}^{\omega}(x)=\mathrm{e}^{\mathrm{i} t g_{n}^{\omega}(x)}$. Then for a.e. $\omega$,

$$
\mathrm{e}^{\mathrm{i} t\left(f\left(T^{n} \omega, x, y\right)+h_{n}^{\omega}(x, y)\right)}=\lambda_{n}^{\omega} a_{n}^{\omega}(x) / a_{n+1}^{\omega}(y) \text { a.e. w.r.t } \mu_{T^{n} \omega}(\mathrm{~d} x) \pi\left(T^{n} \omega, x, \mathrm{~d} y\right)
$$

This seems close to a contradiction to the assumption that $f^{\Omega}$ is not relatively cohomologous to a coset, but we are not quite there yet. Firstly, our proof of the reduction lemma does not provide $g_{n}^{\omega}$ and $c_{n}^{\omega}$ of the form $c_{n}^{\omega}=c\left(T^{n} \omega\right), a_{n}^{\omega}=a\left(T^{n} \omega, x\right)$ with $c(\cdot), a(\cdot, \cdot)$ measurable. Secondly, we need to get rid of $h_{n}^{\omega}$.

To resolve these issues we look closer at the structure of the hexagon spaces for MCRE (see §2.3.1). For a.e. $\omega, H_{\omega}=t \mathbb{Z}$ so $\sum d\left(T^{n} \omega, t\right)^{2}<\infty \mu$-almost everywhere. By Lemma 9.23, this can only happen if $d(\omega, t):=d\left(\mathrm{f}^{\omega}, t\right)=0$ a.e. Hence

$$
\begin{equation*}
\Gamma(P) \in(2 \pi / t) \mathbb{Z} \text { for a.e. hexagon } P \in \operatorname{Hex}(\omega) \text {, for } m \text {-a.e. } \omega \text {. } \tag{9.14}
\end{equation*}
$$

( $\Gamma$ is the balance, defined in §2.3.2.)

Let $\underline{L}_{n}^{\omega}=\left(Z_{n-2}^{\omega}, Y_{n-1}^{\omega}, X_{n}^{\omega}\right)$ denote the ladder process of $X^{\omega}($ see $\S 2.3 .3)$, and $H^{\omega}\left(\underline{L}_{n}^{\omega}, \underline{L}_{n+1}^{\omega}\right):=\Gamma\left(Z_{n-2}^{\omega}, Z_{n-1}^{\omega}, Y_{n}^{\omega}, X_{n}^{\omega}, X_{n+1}^{\omega}\right)$.
It is a property of the ladder process that the hexagon in the RHS is distributed exactly like a random hexagon in Hex $(\omega)$. So

$$
\begin{equation*}
H^{\omega} \in(2 \pi / t) \mathbb{Z} \quad \mathbb{P}^{\omega} \text {-a.s., } m \text {-a.e. } \tag{9.15}
\end{equation*}
$$

Next we define the octagon balance

$$
\begin{equation*}
\Gamma\left(Z_{1}^{\omega}, Z_{2}^{\omega} Y_{2}^{\omega}, Z_{3}^{\omega} X_{3}^{\omega}, Y_{4}^{\omega}, X_{5}^{\omega}\right):!H^{\omega}\left(\underline{L}_{3}^{\omega}, \underline{L}_{4}^{\omega}\right)+H^{\omega}\left(\underline{L}_{4}^{\omega}, \underline{L}_{5}^{\omega}\right) \tag{9.16}
\end{equation*}
$$

(The definition requires clarification, because the right-hand-side seems to depend through $\underline{L}_{4}^{\omega}$ also on $Y_{3}^{\omega}$. In fact, there is no such dependence: The octagon is obtained by stacking $\left(Z_{2}^{\omega}, Y_{3}^{\omega}, Y_{4}^{\omega}, X_{4}^{\omega}\right)$ on top of $\left(Z_{1}^{\omega}, Z_{2}^{\omega}, Y_{3}^{\omega}, X_{3}^{\omega}, X_{4}^{\omega}\right)$ and removing the common edge $\underline{L}_{4}^{\omega}=\left(Z_{2}^{\omega}, Y_{3}^{\omega}, X_{4}^{\omega}\right)$. When we add the balances of these hexagons, this edge appears twice with opposite signs, and cancels out.)
Claim 1. Let $\mathbb{P}^{\omega}$ denote the distribution of $\left\{\underline{L}_{n}^{\omega}\right\}$. For each $\zeta^{*} \in \mathbb{S}$, there is a measurable function $\widetilde{\zeta}(\omega) \in \mathbb{S}$ such that for a.e. $\omega, \Gamma\left(\begin{array}{l}\zeta^{*}, \zeta(\omega) \\ Y_{2}^{\omega}, \\ \zeta_{3}^{\omega}\end{array}, Y_{4}^{\omega}, X_{5}^{\omega}\right) \in \frac{2 \pi}{t} \mathbb{Z} \quad \mathbb{P}^{\omega}\left(\begin{array}{l}Z_{3}^{\omega}=\zeta^{*} \\ Z_{2}^{\omega}=\widetilde{\zeta}(\omega) \\ Z_{1}^{\omega}=\zeta^{*}\end{array}\right)$-a.e.
Remark. This is the only point in the proof where we need conditions (G), (C), (D).
Proof of the Claim. By (9.15) and (9.16), $\Gamma \in \frac{2 \pi}{t} \mathbb{Z}$ with full $\mathbb{P}^{\omega}$-probability, for a.e. $\omega$. The point it to obtain this a.s. with respect to the conditional measures.

By the assumptions of the proposition, at least one of (C) and (D) is true. Assume (D). Then $\mathfrak{\subseteq}$ is countable or finite, and for fixed $\omega$, the $\mathbb{P}^{\omega}$-distribution of $\left(\underline{L}_{3}^{\omega}, \underline{L}_{4}^{\omega}, \underline{L}_{5}^{\omega}\right)$ is purely atomic.

Necessarily, $\Gamma \in \frac{2 \pi}{t} \mathbb{Z}$ for every octagon with positive $\mathbb{P}^{\omega}$-probability. So the claim holds for any pair $\left(\zeta^{*}, \widetilde{\zeta}\right) \in \mathbb{S}$ such that $\mathbb{P}^{\omega}\left[\left(Z_{1}^{\omega}, Z_{2}^{\omega}, Z_{3}^{\omega}\right)=\left(\zeta^{*}, \widetilde{\zeta}(\omega), \zeta^{*}\right)\right]>0$. For the ladder process, $\left\{Z_{i}^{\omega}\right\}$ is equal in distribution to $\left\{X_{i}^{\omega}\right\}$, therefore such pairs exist by assumptions (E) and (G). Since $\mathfrak{S}$ is countable there is no problem to choose $\widetilde{\zeta}(\omega)$ measurably, and the claim is proved, under assumption (D).

Now suppose (D) fails. Then (C) must hold. There is no loss of generality in assuming that $m$, the measure on the noise space $\Omega$, is globally supported. Otherwise we replace $\Omega$ by $\operatorname{supp}(m)$.

By (9.15), (9.16) and Fubini's Theorem, for a.e. $\omega \in \Omega$, for a.e. ( $\zeta_{1}, \zeta_{2}, \zeta_{3}$ ) with respect to the distribution $\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right) \sim\left(Z_{1}^{\omega}, Z_{2}^{\omega}, Z_{3}^{\omega}\right)$,

$$
\mathbb{E}_{\mathbb{P} \omega}\left(\left|\mathrm{e}^{\mathrm{i} t \Gamma\left(Z_{1}^{\omega}, Y_{2}^{\omega}, Z_{3}^{\omega}, Z_{3}^{\omega}, Y_{4}^{\omega}, X_{4}^{\omega}, X_{5}^{\omega}\right)}-1\right|^{2}\left(\begin{array}{l}
z_{1}^{\omega}=\zeta_{1}  \tag{9.17}\\
Z_{1}^{\omega}=\zeta_{2} \\
Z_{3}^{\omega}=\zeta_{3}
\end{array}\right)=0 .\right.
$$

Let $\mathbb{P}^{\prime}$ denote the (annealed) joint distribution of $\left(\omega, X_{1}^{\omega}, X_{2}^{\omega}, X_{3}^{\omega}\right)$. By the Markov property, (G), (E) and (C), the LHS has a continuous $\mathbb{P}^{\prime}$-version on

$$
A=\left\{\left(\omega, \zeta_{1}, \zeta_{2}, \zeta_{3}\right) \in \Omega \times \Theta^{3}: p\left(T \omega, \zeta_{1}, \zeta_{2}\right) p\left(T^{2} \omega, \zeta_{2}, \zeta_{3}\right)>0\right\}
$$

Henceforth we replace the LHS of (9.17) by this continuous version.
$\mathrm{By}(\mathrm{C} 1)$ and $(\mathrm{C} 2), A$ is open, and by $(\mathrm{G})$ and the assumption that $\operatorname{supp}(m)=\Omega, A \subset \operatorname{supp}\left(\mathbb{P}^{\prime}\right)$. So every open subset of $A$ has positive $\mathbb{P}^{\prime}$-measure, and (9.17) holds on a dense subset of $A$, whence everywhere in $A$.

To prove the claim it remains to construct a measurable function $\widetilde{\zeta}(\omega)$ such that $\left(\omega, \zeta^{*}, \widetilde{\zeta}(\omega), \zeta_{\widetilde{*}}^{*}\right) \in A$ for all $\omega$. By (E) and (G) $\int_{\mathfrak{S}} p\left(T \omega, \zeta^{*}, \zeta\right) p\left(T^{2} \omega, \zeta, \zeta^{*}\right) \mu_{T^{2} \omega}(\mathrm{~d} \zeta)$ is strictly positive, so for every $\omega$ there is $\widetilde{\zeta}$ such that

$$
\psi(\omega, \widetilde{\zeta}):=p\left(T \omega, \zeta^{*}, \widetilde{\zeta}\right) p\left(T^{2} \omega, \widetilde{\zeta}, \zeta^{*}\right)>0
$$

We now apply Lemma 9.26, and deduce Claim 1.
Henceforth we fix some $\zeta^{*} \in \mathfrak{S}$ and will apply the claim for that particular point.
Given $\omega \in \Omega$ and $a, b \in \mathbb{G}$, construct the bridge distribution $\mathbb{P}_{a b}^{\omega}(E)=\mathbb{P}^{\omega}\left(Y_{2}^{\omega} \in E \mid Z_{1}^{\omega}=a, X_{3}^{\omega}=b\right)$ as in §2.2.3.

Claim 2. For a.e. $\omega$, for a.e. $\left(\xi_{3}, \xi_{4}, \xi_{5}\right)$ sampled from the joint distribution of $\left(X_{3}^{\omega}, X_{4}^{\omega}, X_{5}^{\omega}\right)$, the random variables

$$
\begin{aligned}
& W_{3}^{\omega}:=f\left(T \omega, \zeta^{*}, Y_{2}\right)+f\left(T^{2} \omega, Y_{2}, \xi_{3}\right), \quad Y_{2} \sim \mathbb{P}_{\zeta^{*}, \xi_{3}}^{\omega} \\
& W_{5}^{T^{2} \omega}:=f\left(T^{3} \omega, \zeta^{*}, Y_{4}\right)+f\left(T^{4} \omega, Y_{4}, \xi_{5}\right), \quad Y_{4} \sim \mathbb{P}_{\zeta^{*}, \xi_{5}}^{T^{2} \omega}
\end{aligned}
$$

are purely atomic, and there are $c_{i}=c_{i}\left(\omega, \xi_{i}\right)$ such that $W_{3}^{\omega} \in c_{3}+\frac{2 \pi}{t} \mathbb{Z}$ and $W_{5}^{\omega} \in c_{5}+\frac{2 \pi}{t} \mathbb{Z}$ with full probability. Proof of the Claim. By the choice of $\widetilde{\zeta}(\omega)$ and Fubini's theorem, for a.e. $\left(\xi_{3}, \xi_{4}, \xi_{5}\right) \sim\left(X_{3}^{\omega}, X_{4}^{\omega}, X_{5}^{\omega}\right)$,

$$
\Gamma\left(\zeta^{*}, \stackrel{\widetilde{\zeta}(\omega)}{Y_{2}^{\omega}}, \stackrel{\zeta^{*}}{\xi_{3}}, \stackrel{Y_{4}^{\omega}}{\xi_{4}}, \xi_{5}\right) \in \frac{2 \pi}{t} \mathbb{Z} \quad \mathbb{P}^{\omega}\left(\begin{array}{lll}
Z_{3}^{\omega}=\zeta^{*} & x_{3}^{\omega}=\xi_{3} \\
\cdot Z_{2}^{\omega}=\widetilde{\zeta}(\omega) & x^{\omega}=\xi_{4} \\
Z_{1}^{\omega}=\zeta^{*} & x_{5}^{\omega}=\xi_{5}
\end{array}\right)-\text { a.e. }
$$

Notice that $\Gamma\left(\begin{array}{c}\widetilde{\zeta} \\ \zeta^{*}, \\ Y_{2}^{\omega} \\ Y^{\omega}\end{array}, \stackrel{\zeta^{*}}{\xi_{3}}, \stackrel{Y_{4}^{\omega}}{\xi_{4}}, \xi_{5}\right)$ is equal to the independent difference of $W_{5}^{T^{2} \omega}$ and $W_{3}^{\omega}$, plus a constant which only depends on $\left(\omega, \xi_{3}, \xi_{4}, \xi_{5}\right)$. Now Lemma 9.25 gives the claim, except that the lemma gives $c_{i}$ depending on both $\xi_{3}, \xi_{4}$ and $\xi_{5}$. However for fixed $\omega$ and $\xi_{3}$ the distribution of $W_{3}^{\omega}$ is independent of $\xi_{4}$ and $\xi_{5}$, whence $c_{3}$ is a function of $\xi_{3}$ only. Likewise, $c_{5}$ depends only on $\xi_{5}$.

Claim 3. Given $\omega$ and $\left(\xi_{3}, \xi_{4}, \xi_{5}\right)$ as in Claim 2, let

$$
\begin{aligned}
g\left(\omega, \xi_{3}\right) & :=\binom{\text { the smallest positive atom of } W_{3}^{\omega} \text { if there are positive atoms, }}{\text { otherwise, the largest non-positive atom of } W_{3}^{\omega}} \\
c(\omega) & :=-f\left(T \omega, \zeta^{*}, \widetilde{\zeta}(\omega)\right)-f\left(T^{2} \omega, \widetilde{\zeta}(\omega), \zeta^{*}\right)
\end{aligned}
$$

These functions are well-defined, measurable, and for m-a.e. $\omega$, for a.e. $\left(\xi_{3}, \xi_{4}, \xi_{5}\right) \sim\left(X_{3}^{\omega}, X_{4}^{\omega}, X_{5}^{\omega}\right)$,

$$
\begin{equation*}
\left[f\left(T^{3} \omega, \xi_{3}, \xi_{4}\right)+f\left(T^{4} \omega, \xi_{4}, \xi_{5}\right)\right]+g\left(\omega, \xi_{3}\right)-g\left(T^{2} \omega, \xi_{5}\right)+c(\omega) \in \frac{2 \pi}{t} \mathbb{Z} \tag{9.18}
\end{equation*}
$$

Proof of the Claim. The function $g\left(\omega, \xi_{3}\right)$ is well-defined for a.e. $\omega$ because of claim 2. It is measurable, because $\left(\omega, \xi_{3}\right) \mapsto \mathbb{P}\left(W_{3}^{\omega} \in(a, b)\right)$ are measurable, and

$$
\left[g\left(\omega, \xi_{3}\right)>a\right]= \begin{cases}\left\{\left(\omega, \xi_{3}\right): \mathbb{P}^{\omega}\left(0<W_{3}^{\omega} \leq a\right)=0, \mathbb{P}^{\omega}\left(W_{3}^{\omega}>a\right) \neq 0\right\} & (a>0) \\ \left\{\left(\omega, \xi_{3}\right): \mathbb{P}\left(W_{3}^{\omega}>a\right) \neq 0\right\} & (a \leq 0)\end{cases}
$$

The measurability of $c(\omega)$ is clear.
The LHS of equation (9.18) is an atom of

$$
-\Gamma\left(\zeta^{*}, \begin{array}{c}
\widetilde{\zeta}(\omega) \\
Y_{2}^{\omega},
\end{array}, \zeta^{*}, Y_{4}^{\omega}, \xi_{4}, \xi_{5}\right), \quad\left(\underline{L}_{3}^{\omega}, \underline{L}_{4}^{\omega}\right) \sim \mathbb{P}^{\omega}\left(\cdot\left(\begin{array}{ll}
z_{3}^{\omega}=\zeta^{*} & x_{3}^{\omega}=\xi_{3} \\
z_{2}^{\omega}=\widetilde{\zeta}(\omega) & x^{\omega}=\xi_{4} \\
z_{1}^{\omega \omega}=\zeta^{*} & x_{5}^{\omega}=\xi_{5}
\end{array}\right) .\right.
$$

By Claim 1 and Fubini’s theorem, it takes values in $\frac{2 \pi}{t} \mathbb{Z}$ for a.e. $\left(\omega, \xi_{3}, \xi_{4}, \xi_{5}\right)$ distributed like the annealed distribution of $\left(\omega, X_{3}^{\omega}, X_{4}^{\omega}, X_{5}^{\omega}\right)$.

By (S), $\left\{X_{i}^{T^{3} \omega}\right\}_{i \geq 3}$ is equal in distribution to $\left\{X_{i}^{T^{n}}\right\}_{i \geq n}$, so (9.18) gives a bounded measurable function $\alpha(\omega, x)$ such that for all $n$,

$$
f_{n}^{\omega}\left(X_{n}^{\omega}, X_{n+1}^{\omega}\right)+f_{n+1}^{\omega}\left(X_{n+1}^{\omega}, X_{n+2}^{\omega}\right)+\alpha\left(T^{n} \omega, X_{n}^{\omega}\right)-\alpha\left(T^{n+2} \omega, X_{n+2}^{\omega}\right)+c\left(T^{n} \omega\right) \in \frac{2 \pi}{t} \mathbb{Z}
$$

Fix $\omega$, and let

$$
f_{n}^{*}:=f\left(T^{n} \omega, X_{n}^{\omega}, X_{n+1}^{\omega}\right)+\alpha\left(T^{n} \omega, X_{n}^{\omega}\right)-\alpha\left(T^{n+1} \omega, X_{n+1}^{\omega}\right)
$$

Then $f_{n}^{*}+f_{n+1}^{*}+c\left(T^{n} \omega\right) \in \frac{2 \pi}{t} \mathbb{Z} \quad \mathbb{P}^{\omega}-$ a.s. So

$$
\mathrm{e}^{\mathrm{i} t f_{n}^{*}}=\mathrm{e}^{-\mathrm{i} t c\left(T^{n} \omega\right)} \mathrm{e}^{-\mathrm{i} t f_{n+1}^{*}}=\mathrm{e}^{\mathrm{i} t\left[c\left(T^{n+1} \omega-c\left(T^{n} \omega\right)\right]\right.} \mathrm{e}^{\mathrm{i} t f_{n+2}^{*}}
$$

By induction, there are constants $\lambda_{n}=\lambda_{n}(\omega)$ such that $\mathrm{e}^{\mathrm{i} t f_{1}^{*}}=\lambda_{2 n} \mathrm{e}^{\mathrm{i} t f_{2 n}^{*}}$. Then

$$
\begin{aligned}
& \mathrm{e}^{\mathrm{i} t f_{1}^{*}\left(X_{1}^{\omega}, X_{2}^{\omega}\right)}=\lambda_{2 n} \mathbb{E}\left(\mathrm{e}^{\mathrm{i} t f_{2 n}^{*}\left(X_{2 n}^{\omega}, X_{2 n+1}^{\omega}\right)} \mid X_{1}^{\omega}, X_{2}^{\omega}\right)=\lambda_{2 n} \mathbb{E}\left(\mathrm{e}^{\mathrm{i} t f_{2 n}^{*}\left(X_{2 n}^{\omega}, X_{2 n+1}^{\omega}\right)} \mid X_{2}^{\omega}\right) \\
& =\lambda_{2 n}\left[\mathbb{E}\left(\mathrm{e}^{\mathrm{i} t f_{2 n}^{*}}\right)+O\left(\theta^{n}\right)\right], \text { where } 0<\theta<1, \text { see }(2.11) .
\end{aligned}
$$

Choose $n_{k} \rightarrow \infty$ so that $\lambda_{2 n_{k}} \mathbb{E}\left(\mathrm{e}^{\mathrm{i} t f_{2 n_{k}}^{*}}\right) \rightarrow \lambda(\omega)$. Necessarily $|\lambda(\omega)|=1$ and

$$
\mathrm{e}^{\mathrm{i} t f_{1}^{*}}=\lambda \quad \mathbb{P}^{\omega} \text { a.s. }
$$

This argument works for a.e. $\omega$. Since the left-hand-side is measurable in $\omega, \lambda(\omega)$ equals a.e. to a measurable function. Without loss of generality $\lambda(\omega)$ is measurable. Recalling the definition of $f_{n}^{*}$ and setting $a(\omega, x):=$ $\exp (-\mathrm{i} t \alpha(\omega, x))$, we obtain

$$
\mathrm{e}^{\mathrm{i} t f\left(T \omega, X_{1}^{\omega}, X_{2}^{\omega}\right)}=\lambda(\omega) \frac{a\left(T \omega, X_{1}^{\omega}\right)}{a\left(T^{2} \omega, X_{2}^{\omega}\right)}
$$

Thus $f^{\Omega}$ is relatively cohomologous to $t \mathbb{Z}$, in contradiction to our assumptions. This contradiction shows that $G_{\text {ess }}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)=\mathbb{R}$ for a.e. $\omega$, and proves part 1 of the proposition.

To prove part $2(\Leftarrow)$, we assume that $f^{\Omega}$ is integer valued, but not relatively cohomologous to a coset of $n \mathbb{Z}$ with $n>1$, and show that $G_{\text {ess }}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)=\mathbb{Z}$ a.s. Equivalently, we must show that $H_{\omega}:=H\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)=2 \pi \mathbb{Z}$ for a.e. $\omega$. Since $f^{\Omega}$ is integer valued, $2 \pi \in H_{\omega}$, so if $H_{\omega} \neq 2 \pi \mathbb{Z}$, then $H_{\omega}=t \mathbb{Z}$ for $t=\frac{2 \pi}{n}$ and $n \in\{2,3,4, \ldots\}$. We can now repeat the proof of part 1 verbatim, and obtain a relative cohomology to a coset of $n \mathbb{Z}$, a contradiction to our assumptions. The proof of the implication $(\Rightarrow)$ is similar to that in the non-lattice case, and we omit it.
Proof of Theorem 9.11. In the non-lattice case, $f^{\Omega}$ is not relatively cohomologous to a coset of $t \mathbb{Z}$ with $t \neq 0$. In particular, $f^{\Omega}$ is not relatively cohomologous to a constant, and by Theorem $9.10, \exists \sigma^{2}>0$ such that $V_{N}^{\omega} \sim N \sigma^{2}$.

By Proposition 9.24 (1), for a.e. $\omega, G_{\text {ess }}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right)=\mathbb{R}$ and $f^{\omega}$ is irreducible. The non-lattice LLT in Theorem 9.11 now follows from Theorems 5.1.

The lattice case has a similar proof, except that now we use Proposition 9.24 (2) to check irreducibility.
Proof of Theorem 9.18 The proof is identical to the proof of Theorem 9.11, except that now, since the noise process is infinite, we do not know that $V_{N}^{\omega} \sim$ const. $N$, we only know that $V_{N}^{\omega} \rightarrow \infty$ (Theorem 9.17).

### 9.3.5 LLT for Large Deviations

We prove Theorems 9.12, 9.14 and 9.19.
Proof of Theorem 9.12. Let $\mathcal{G}_{N}^{\omega}(\xi):=\frac{1}{N} \log \mathbb{E}^{\omega}\left(\mathrm{e}^{\xi S_{N}^{\omega}}\right)$.
$\operatorname{Part}$ (1): We show that for a.e. $\omega, \mathcal{G}_{N}^{\omega}(\xi)$ converges pointwise on $\mathbb{R}$ to a continuously differentiable and strictly convex function $\mathcal{F}(\xi)$, which does not depend on $\omega$.
Step 1: Given $\xi \in \mathbb{R}$, for every $\omega \in \Omega$ and for all $n \geq 1$, there are unique numbers $\bar{p}_{n}(\xi, \omega) \in \mathbb{R}$ and unique non-negative functions $\bar{h}_{n}(\cdot, \xi, \omega) \in L^{\infty}\left(\mathfrak{\Im}, \mathscr{B}(\Im), \mu_{T^{n} \omega}\right)$ such that $\int_{\mathfrak{S}} \bar{h}_{n}(x, \xi, \omega) \mu_{T^{n} \omega}(\mathrm{~d} x)=1$, and

$$
\begin{equation*}
\int_{\mathfrak{S}} \mathrm{e}^{\xi f\left(T^{n} \omega, x, y\right)} \frac{\bar{h}_{n+1}(y, \xi, \omega)}{\mathrm{e}^{\bar{p}_{n}(\xi, \omega)} \bar{h}_{n}(x, \xi, \omega)} \pi\left(T^{n} \omega, x, \mathrm{~d} y\right)=1 \tag{9.19}
\end{equation*}
$$

Furthermore, there is a measurable function $\bar{p}(\xi, \omega)$ such that $\bar{p}_{n}(\xi, \omega)=\bar{p}\left(\xi, T^{n} \omega\right)$.
Proof of the Step. The existence and uniqueness of $\bar{h}_{n}, \bar{p}_{n}$ follow from Lemma 7.13, applied to ( $\mathrm{X}^{\omega}$, $\mathrm{f}^{\omega}$ ) with $a_{n}=0$. Writing (9.19) first for $(n, \omega)$ and then for $(n-1, T \omega)$, and then invoking uniqueness, we find that $\bar{p}_{n}(\xi, \omega)=\bar{p}_{n-1}(\xi, T \omega)$. So

$$
\bar{p}_{n}(\xi, \omega)=\bar{p}_{n-1}(\xi, T \omega)=\cdots=\bar{p}_{1}\left(\xi, T^{n-1} \omega\right)=: \bar{p}\left(\xi, T^{n} \omega\right)
$$

The proof of Lemma 7.13 represents $h_{n}(x, \xi, \omega)$ as a limit of expressions which are measurable in $(x, \xi, \omega)$, so $(x, \xi, \omega) \mapsto \bar{h}_{n}(x, \xi, \omega)$ is measurable. By $(9.19),(\omega, \xi) \mapsto \bar{p}(\xi, \omega)$ is measurable.

Step 2: Let $K:=$ ess sup $|f|$ and let $\epsilon_{0}$ be the ellipticity constant from $(E)$. For every $R>0$ there exists a constant $C\left(\epsilon_{0}, K, R\right)$ such that $|\bar{p}(\xi, \omega)| \leq C\left(\epsilon_{0}, K, R\right)$ for all $\omega \in \Omega$ and $|\xi| \leq R$.

Proof of the Step. See the proof of Lemma 7.14.
STEP 3: Let $\bar{P}_{N}(\xi, \omega):=\sum_{k=1}^{N} \bar{p}\left(\xi, T^{k} \omega\right)$, thenfor every $\omega \in \Omega \operatorname{such} \operatorname{that} V_{N}^{\omega} \rightarrow \infty, G_{N}^{\omega}(\xi)=\left(V_{N}^{\omega} / N\right)\left[\bar{P}_{N}(\xi, \omega) / V_{N}^{\omega}+\right.$ $\left.O\left(1 / V_{N}^{\omega}\right)\right]$ uniformly on compact sets of $\xi$ in $\mathbb{R}$.
Proof of the Step. It is convenient to work with

$$
\mathcal{F}_{N}^{\omega}(\xi):=\frac{1}{V_{N}^{\omega}} \log \mathbb{E}^{\omega}\left(\mathrm{e}^{\xi S_{N}^{\omega}}\right) \equiv\left(N / V_{N}^{\omega}\right) \mathcal{G}_{N}^{\omega}(\xi)
$$


(2) $\left|P_{N}(\xi, \omega)-\bar{P}_{N}(\xi, \omega)\right|=O(1)$ uniformly on compact sets of $\xi$,
(3) $\left|\mathcal{F}_{N}^{\omega}(\xi)-P_{N}(\xi) / V_{N}^{\omega}\right|=O\left(1 / V_{N}^{\omega}\right)$ uniformly on compact sets of $\xi$.

Step 3 follows.
We can now prove the a.s. convergence of $G_{N}^{\omega}(\xi)$. By the assumptions of the theorem, $\mathrm{f}^{\Omega}$ is not relatively cohomologous to a constant. Therefore, by Theorem 9.10 , there exists $\sigma^{2}>0$ such that $V_{N}^{\omega} \sim \sigma^{2} N$ as $N \rightarrow \infty$ for a.e. $\omega$.

Fix a countable dense set $\left\{\xi_{1}, \xi_{2}, \ldots\right\} \subset \mathbb{R}$. For each $i, \omega \mapsto \bar{p}\left(\xi_{i}, \omega\right)$ is bounded and measurable. By Fact 3 , for a.e. $\omega$,

$$
\begin{aligned}
& \lim _{N \rightarrow \infty} \mathcal{G}_{N}^{\omega}\left(\xi_{i}\right)=\sigma^{2} \lim _{N \rightarrow \infty} \frac{1}{V_{N}^{\omega}} \sum_{k=1}^{N} \bar{p}\left(\xi_{i}, T^{k} \omega\right)=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=1}^{N} \bar{p}\left(\xi_{i}, T^{k} \omega\right) \\
& =\int_{\Omega} \bar{p}\left(\xi_{i}, \omega\right) m(\mathrm{~d} \omega), \text { by the pointwise ergodic theorem. }
\end{aligned}
$$

This shows that for all $i$ there exists $\mathcal{G}\left(\xi_{i}\right) \in \mathbb{R}$ such that $\lim _{N \rightarrow \infty} G_{N}^{\omega}\left(\xi_{i}\right)=G \mathcal{G}\left(\xi_{i}\right)$ for a.e. $\omega$, with $\mathcal{G}\left(\xi_{i}\right)$ independent of $\omega$. Let $\Omega^{\prime}$ denote the set of full measure of $\omega$ where this holds for all $i \in \mathbb{N}$.

If $K:=\operatorname{ess} \sup \left|\mathrm{f}^{\Omega}\right|$, then $\left|\left(\mathcal{G}_{N}^{\omega}\right)^{\prime}(\xi)\right| \leq\left|\frac{|\xi| \mathbb{E}^{\omega}\left(\left|S_{N}^{\omega}\right| \mathrm{e}^{\xi S_{N}^{\omega}}\right)}{N \mathbb{E}^{\omega}\left(\mathrm{e}^{\xi S_{N}^{\omega}}\right)}\right| \leq \frac{|\xi| K N}{N}=K|\xi|$. Therefore, the functions $\xi \mapsto G_{N}^{\omega}(\xi)$ are equicontinuous on compacts.

If a sequence of functions on $\mathbb{R}$ is equicontinuous on compacts and converges on a dense subset of $\mathbb{R}$, then it converges on all of $\mathbb{R}$ to a continuous limit. So there is a continuous function $\mathcal{F}^{\omega}(\xi)$ such that

$$
\lim _{N \rightarrow \infty} \mathcal{G}_{N}^{\omega}(\xi)=\mathcal{F}^{\omega}(\xi) \text { for all } \xi \in \mathbb{R} \text { and } \omega \in \Omega^{\prime}
$$

In fact $\mathcal{F}^{\omega}(\xi)$ does not depend on $\omega$, because by virtue of continuity,

$$
\mathcal{F}^{\omega}(\xi)=\lim _{k \rightarrow \infty} \mathcal{F}^{\omega}\left(\xi_{i_{k}}\right)=\lim _{k \rightarrow \infty} \mathcal{G}\left(\xi_{i_{k}}\right), \text { whenever } \xi_{i_{k}} \xrightarrow[k \rightarrow \infty]{\longrightarrow} \xi_{i},
$$

and the RHS is independent of $\omega$. We are therefore free to write $\mathcal{F}^{\omega}(\xi)=\mathcal{F}(\xi)$.
It remains to show that $\mathcal{F}(\xi)$ is continuously differentiable and strictly convex on $\mathbb{R}$. Fix $\omega \in \Omega^{\prime}$. Applying Theorem 7.3 to $\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right.$ ) we find that for every $R>0$ there is a $C=C(R)$ such that $C^{-1} \leq\left(\mathcal{F}_{N}^{\omega}\right)^{\prime \prime} \leq C$ on $[-R, R]$. So $\mathcal{F}$ is continuously differentiable and strictly convex on $(-R, R)$, because of the following fact:
Lemma 9.27 Suppose $\varphi_{n}: \mathbb{R} \rightarrow \mathbb{R}$ are twice differentiable convex functions such that $C^{-1} \leq \varphi_{n}^{\prime \prime} \leq C$ with $C>0$, on $(-R, R)$. If $\varphi_{n} \xrightarrow[N \rightarrow \infty]{ } \varphi$ pointwise on $(-R, R)$, then $\varphi$ is continuously differentiable and strictly convex on $(-R, R)$.

Proof Recall that a pointwise limit of convex functions is convex, and convex functions have one-sided derivatives $\varphi_{ \pm}^{\prime}(\xi):=\lim _{h \rightarrow 0^{ \pm}} \frac{\varphi(\xi+h)-\varphi(\xi)}{h}$.
Differentiability: For all $|\xi|<R$,

$$
\begin{aligned}
& \left|\varphi_{+}^{\prime}(\xi)-\varphi_{-}^{\prime}(\xi)\right|=\lim _{h \rightarrow 0^{+}}\left|\frac{\varphi(\xi+h)-\varphi(\xi)}{h}-\frac{\varphi(\xi-h)-\varphi(\xi)}{h}\right| \\
& =\lim _{h \rightarrow 0^{+}} \lim _{n \rightarrow \infty}\left|\frac{\varphi_{n}(\xi+h)-\varphi_{n}(\xi)}{h}-\frac{\varphi_{n}(\xi-h)-\varphi_{n}(\xi)}{h}\right| \\
& =\lim _{h \rightarrow 0^{+}} \lim _{n \rightarrow \infty}\left|\varphi_{n}^{\prime}\left(\xi_{n}\right)-\varphi_{n}^{\prime}\left(\eta_{n}\right)\right| \text { for some } \xi_{n}, \eta_{n} \in(\xi-h, \xi+h) \\
& \leq \lim _{h \rightarrow 0^{+}} \lim _{n \rightarrow \infty} 2 C h=0, \text { because }\left|\varphi_{n}^{\prime \prime}\right| \leq C \text { on a neighborhood of } \xi .
\end{aligned}
$$

We find that $\varphi_{+}^{\prime}(\xi)=\varphi_{-}^{\prime}(\xi)$, whence $\varphi$ is differentiable at $\xi$.
Strict Convexity: Suppose $-R<\xi<\eta<R$, then

$$
\begin{aligned}
& \varphi^{\prime}(\eta)-\varphi^{\prime}(\xi)=\varphi_{+}^{\prime}(\eta)-\varphi_{-}^{\prime}(\xi)=\lim _{h \rightarrow 0^{+}} \frac{\varphi(\eta+h)-\varphi(\eta)}{h}-\frac{\varphi(\xi-h)-\varphi(\xi)}{h} \\
& =\lim _{h \rightarrow 0^{+}} \lim _{n \rightarrow \infty} \frac{\varphi_{n}(\eta+h)-\varphi_{n}(\eta)}{h}-\frac{\varphi_{n}(\xi-h)-\varphi_{n}(\xi)}{h} \\
& =\lim _{h \rightarrow 0^{+}} \lim _{n \rightarrow \infty} \varphi_{n}^{\prime}\left(\eta_{n}\right)-\varphi_{n}^{\prime}\left(\xi_{n}\right) \text { for some } \xi_{n} \in[\xi-h, \xi], \eta_{n} \in[\eta, \eta+h] \\
& \geq \lim _{h \rightarrow 0^{+}} \liminf _{n \rightarrow \infty} C^{-1}\left|\eta_{n}-\xi_{n}\right|=C^{-1}(\eta-\xi), \text { because } \varphi_{n}^{\prime \prime}>C^{-1} \text { on }(-R, R) .
\end{aligned}
$$

It follows that $\varphi^{\prime}$ is strictly increasing on $(-R, R)$, whence the strict convexity of $\varphi$.
The Derivative is Lipschitz Continuous: The same calculation as before shows that if $-R<\xi<\eta<R$, then $\left|\varphi^{\prime}(\eta)-\varphi^{\prime}(\xi)\right| \leq C|\xi-\eta|$.

Part (2): We show that for a.e. $\omega$, the Legendre transforms of $\mathcal{G}_{N}^{\omega}$ converge to the Legendre transform of $\mathcal{F}$. Again, the proof is based on general properties of convex functions.

Lemma 9.28 Suppose $\varphi_{n}(\xi), \varphi(\xi)$ are finite, convex, and differentiable on $(-R, R)$. If $\varphi_{n}(\xi) \underset{n \rightarrow \infty}{\longrightarrow} \varphi(\xi)$ on $(-R, R)$, then $\varphi_{n}^{\prime}(\xi) \xrightarrow[n \rightarrow \infty]{ } \varphi^{\prime}(\xi)$ on $(-R, R)$.
Proof Fix $\xi \in(-R, R)$. By convexity, for every $h>0$ sufficiently small,

$$
\begin{equation*}
\frac{\varphi_{n}(\xi)-\varphi_{n}(\xi-h)}{h} \leq \varphi_{n}^{\prime}(\xi) \leq \frac{\varphi_{n}(\xi+h)-\varphi_{n}(\xi)}{h} \tag{9.20}
\end{equation*}
$$

This is because the LHS is at most $\left(\varphi_{n}\right)_{-}^{\prime}(\xi)$, the RHS is at least $\left(\varphi_{n}\right)_{+}^{\prime}(\xi)$, and by differentiability, $\left(\varphi_{n}\right)_{ \pm}^{\prime}(\xi)=$ $\varphi_{n}^{\prime}(\xi)$. Passing to the limit $n \rightarrow \infty$, we find that

$$
\lim \sup \varphi_{n}^{\prime}(\xi), \lim \inf \varphi_{n}^{\prime}(\xi) \in\left[\frac{\varphi(\xi)-\varphi(\xi-h)}{h}, \frac{\varphi(\xi+h)-\varphi(\xi)}{h}\right] \text { for all } h>0
$$

We now invoke the differentiability of $\varphi$, pass to the limit $h \rightarrow 0^{+}$, and discover that $\lim \sup \varphi_{n}^{\prime}(\xi)$ and $\lim \inf \varphi_{n}^{\prime}(\xi)$ are both equal to $\varphi^{\prime}(\xi)$.

Lemma 9.29 Let $\varphi_{n}(\xi), \varphi(\xi)$ be finite, strictly convex, $C^{1}$ functions on $\mathbb{R}$, s.t. $\varphi_{n}(\xi) \rightarrow \varphi(\xi)$ for all $\xi \in \mathbb{R}$. Let $\varphi^{\prime}( \pm \infty):=\lim _{\xi \rightarrow \pm \infty} \varphi^{\prime}(\xi)$. Let $\varphi_{n}^{*}, \varphi^{*}$ denote the Legendre transforms of $\varphi_{n}, \varphi$. Then for all $\eta \in\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(+\infty)\right)$, for $n$ sufficiently large, $\varphi_{n}^{*}$ is well-defined on a neighborhood of $\eta$, and $\varphi_{n}^{*}(\eta) \rightarrow \varphi^{*}(\eta)$.

Proof Fix $\eta \in\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(+\infty)\right)$. By assumption, $\varphi^{\prime}$ is continuous and strictly increasing. Therefore, there exists some $\xi$ such that $\varphi^{\prime}(\xi)=\eta$.

Fix two constants $\varepsilon_{0}, M_{0}>0$ such that $\left|\varphi^{\prime}\right| \leq M_{0}$ on $\left[\xi-\varepsilon_{0}, \xi+\varepsilon_{0}\right]$, and choose $0<\varepsilon<\varepsilon_{0}$ arbitrarily small. Choose $\xi_{1}<\xi<\xi_{2}$ such that $\left|\xi_{1}-\xi_{2}\right|<\varepsilon$. Then $\varphi^{\prime}\left(\xi_{1}\right)<\eta<\varphi^{\prime}\left(\xi_{2}\right)$. Choose $\delta>0$ such that $\varphi^{\prime}\left(\xi_{1}\right)<\eta-\delta<\eta+\delta<\varphi^{\prime}\left(\xi_{2}\right)$. By Lemma 9.28, $\varphi_{n}^{\prime}\left(\xi_{i}\right) \rightarrow \varphi^{\prime}\left(\xi_{i}\right)$, and therefore there exists $N$ such that for all $n>N$,

$$
\begin{equation*}
-M_{0}-1<\varphi^{\prime}\left(\xi_{1}\right)-1<\varphi_{n}^{\prime}\left(\xi_{1}\right)<\eta-\delta<\eta+\delta<\varphi_{n}^{\prime}\left(\xi_{2}\right)<\varphi^{\prime}\left(\xi_{2}\right)+1<M_{0}+1 . \tag{9.21}
\end{equation*}
$$

$I_{\eta}:=(\eta-\delta, \eta+\delta) \subset\left(\varphi_{n}^{\prime}\left(\xi_{1}\right), \varphi_{n}^{\prime}\left(\xi_{2}\right)\right)$ and $\varphi_{n}^{\prime}$ is continuous and strictly increasing. Therefore, for every $\eta^{\prime} \in I_{\eta}$ there exists a unique $\xi_{n}^{\prime} \in\left(\xi_{1}, \xi_{2}\right)$ so that $\varphi_{n}^{\prime}\left(\xi_{n}^{\prime}\right)=\eta^{\prime}$. So $\varphi_{n}^{*}$ is well-defined on $I_{\eta}$.

Let $\xi_{n}$ be the solution to $\varphi_{n}^{\prime}\left(\xi_{n}\right)=\eta$. Then $\varphi_{n}^{*}(\eta)=\xi_{n} \eta-\varphi_{n}\left(\xi_{n}\right)$. Similarly, $\varphi^{*}(\eta)=\xi \eta-\varphi(\xi)$. So

$$
\begin{aligned}
& \left|\varphi_{n}^{*}(\eta)-\varphi^{*}(\eta)\right| \leq\left|\xi_{n}-\xi\right| \cdot|\eta|+\left|\varphi_{n}\left(\xi_{n}\right)-\varphi(\xi)\right| \\
& \leq\left|\xi_{1}-\xi_{2}\right| \cdot|\eta|+\left|\varphi_{n}\left(\xi_{n}\right)-\varphi_{n}(\xi)\right|+\left|\varphi_{n}(\xi)-\varphi(\xi)\right| \\
& \vdots \\
& \leq \varepsilon|\eta|+\left(M_{0}+1\right)\left|\xi_{n}-\xi\right|+\left|\varphi_{n}(\xi)-\varphi(\xi)\right|, \because\left|\varphi_{n}^{\prime}\right| \leq M_{0}+1 \text { on }\left(\xi_{1}, \xi_{2}\right) \text { by }(9.21) \\
& \leq \varepsilon\left(M_{0}+1+|\eta|\right)+o(1) \text {, as } n \rightarrow \infty .
\end{aligned}
$$

Since $\varepsilon$ is arbitrary, $\varphi_{n}^{*}(\eta) \rightarrow \varphi^{*}(\eta)$.
Let $I_{N}^{\omega}$ be the Legendre transforms of $\mathcal{G}_{N}^{\omega}$, and let $I$ be the Legendre transform of $\mathcal{F}$. By the last lemma, for a.e. $\omega, I_{N}^{\omega}$ is eventually defined on each compact subset of $\left(-\mathcal{F}^{\prime}(-\infty), \mathcal{F}(\infty)\right)$, and converges there to $I$.

Part (3): We analyze the function $\mathcal{I}(\eta)$. Fix $\omega$ such that $\varphi_{N}(\xi)=\frac{1}{N} \log \mathbb{E}^{\omega}\left(\mathrm{e}^{\xi S_{N}^{\omega}}\right)$ converges pointwise to $\mathcal{F}$. By Lemma $9.29, \varphi_{N}^{*}$ converges pointwise to $\mathcal{I}$. Since $\varphi_{N}^{\prime \prime}$ is uniformly bounded away from zero and infinity on compacts (see the first part of the proof), $\left(\varphi_{N}^{*}\right)^{\prime \prime}$ is uniformly bounded away from zero and infinity on compacts, see Lemma 7.23. By Lemma $9.27, \mathcal{I}=\lim \varphi_{N}^{*}$ is strictly convex and continuously differentiable.

By Lemma 9.28, $\left(\varphi_{N}^{*}\right)^{\prime}(\eta) \xrightarrow[N \rightarrow \infty]{ } I^{\prime}(\eta)$ for all $\eta$ in the interior of the range of $\varphi^{\prime}$, and $\varphi_{N}^{\prime}(\xi) \xrightarrow[N \rightarrow \infty]{ } \mathcal{F}^{\prime}(\xi)$ for all $\xi \in \mathbb{R}$. The convergence is uniform on compacts, because $\left(\varphi_{N}^{*}\right)^{\prime \prime}, \varphi_{N}^{\prime \prime}$ are bounded on compacts.

It is easy to verify that $\varphi_{N}$ is twice differentiable. Therefore by Lemma $7.23, \varphi_{N}^{*}$ is twice differentiable and $\left(\varphi_{N}^{*}\right)^{\prime}\left(\varphi_{N}^{\prime}(\xi)\right)=\xi$ for all $\xi$. Passing to the limit as $N \rightarrow \infty$ we obtain the identity

$$
\begin{equation*}
I^{\prime}\left(\mathcal{F}^{\prime}(\xi)\right)=\xi \text { for all } \xi \in \mathbb{R} \tag{9.22}
\end{equation*}
$$

$\mathcal{F}^{\prime}$ is strictly increasing, because it is the derivative of a strictly convex function. Since $\mathcal{I}^{\prime}\left(\mathcal{F}^{\prime}(\xi)\right)=\xi$, $I^{\prime}(\eta) \xrightarrow[\eta \rightarrow \mathcal{F}^{\prime}( \pm \infty)]{ } \pm \infty$. By convexity, $I$ is continuous where it is finite, and therefore has compact level sets.

Substituting $\xi=0$ in (9.22), we obtain $\mathcal{I}^{\prime}\left(\mathcal{F}^{\prime}(0)\right)=0$, so $\eta=\mathcal{F}^{\prime}(0)$ is a critical point of $I(\cdot)$. By strict convexity, $\mathcal{I}$ attains its global minimum at $\mathcal{F}^{\prime}(0)$. In addition,

$$
I\left(\mathcal{F}^{\prime}(0)\right)=0 \cdot \mathcal{F}^{\prime}(0)-\mathcal{F}(0)=0 .
$$

We conclude that $I(\eta)=0$ when $\eta=\mathcal{F}^{\prime}(0)$, and $I(\eta)>0$ for $\eta \neq \mathcal{F}^{\prime}(0)$.

It remains to see that $\mathcal{F}^{\prime}(0)$ is equal to the asymptotic mean $\mu$. In part 1 we saw that for a.e. $\omega, \mathcal{F}(\xi)=$ $\lim \left(\mathcal{G}_{N}^{\omega}\right)(\xi)$ on $\mathbb{R}$, and $\mathcal{G}_{N}^{\omega}$ and $\mathcal{F}$ are differentiable. By Lemma 9.28, for a.e. $\omega, \mathcal{F}^{\prime}(0)=\lim \left(\mathcal{G}_{N}^{\omega}\right)^{\prime}(0)=$ $\lim \mathbb{E}^{\omega}\left(S_{N}^{\omega}\right) / N=\mu$.
Part (4): We calculate the large deviations thresholds.
Without loss of generality, $\sigma^{2}=1$, otherwise we work with $\tilde{f}^{\Omega}:=f^{\Omega} / \sigma$ and notice that the thresholds, asymptotic mean, and the asymptotic log-moment generating function associated to $\widetilde{f}^{\Omega}$ are related to those of $\mathfrak{f}$ by $\widetilde{\mathfrak{r}}_{ \pm}=\sigma \mathfrak{c}_{ \pm}, \widetilde{\mathfrak{r}}_{ \pm}=\sigma \mathrm{r}_{ \pm}, \widetilde{\mu}=\mu / \sigma$, and $\widetilde{\mathcal{F}}(\xi)=\mathcal{F}(\xi / \sigma)$. Since $\sigma^{2}=1$, for a.e. $\omega, V_{N}^{\omega} \sim N$, and for all $\xi \in \mathbb{R}$,

$$
\mathcal{F}(\xi)=\lim _{N \rightarrow \infty} \mathcal{F}_{N}^{\omega}(\xi), \text { where } \mathcal{F}_{N}^{\omega}(\xi)=\frac{1}{V_{N}^{\omega}} \log \mathbb{E}^{\omega}\left(\mathrm{e}^{\xi S_{N}^{\omega}}\right)
$$

Step 1. For a.e. $\omega, \mathfrak{c}_{+}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right) \geq \mathcal{F}^{\prime}(+\infty)-\mu$ and $\mathfrak{c}_{-}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right) \leq \mathcal{F}^{\prime}(-\infty)-\mu$.
Proof of the Step. Fix $\eta \in\left(\mathcal{F}^{\prime}(-\infty)-\mu, \mathcal{F}^{\prime}(+\infty)-\mu\right)$, and choose $\eta^{ \pm}$such that

$$
\mathcal{F}^{\prime}(-\infty)-\mu<\eta^{-}<\eta<\eta^{+}<\mathcal{F}^{\prime}(+\infty)-\mu
$$

Take $\xi^{ \pm}$such that $\mathcal{F}^{\prime}\left(\xi^{ \pm}\right)-\mu=\eta^{ \pm}$. By Lemma 9.28 and the definition of $\mu$,

$$
\lim _{N \rightarrow \infty}\left(\mathcal{F}_{N}^{\omega}\right)^{\prime}\left(\xi^{ \pm}\right)-\frac{\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}}=\eta^{ \pm} \text {a.s. }
$$

In particular, if $\frac{z_{N}-\mathbb{E}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}} \rightarrow \eta$, then for all large $N$,

$$
\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}} \in\left[\left(\mathcal{F}_{N}^{\omega}\right)^{\prime}\left(\xi^{-}\right)-\frac{\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}},\left(\mathcal{F}_{N}^{\omega}\right)^{\prime}\left(\xi^{+}\right)-\frac{\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}}\right]
$$

and $\left\{z_{N}\right\}$ is admissible. So for a.e. $\omega$, every $\eta \in\left(\mathcal{F}^{\prime}(-\infty)-\mu, \mathcal{F}^{\prime}(+\infty)-\mu\right)$ is reachable (recall that by our assumption $\lim _{N \rightarrow \infty} V_{N} / N=1$ ). Since $\mathfrak{c}_{+}$is the supremum of reachable points, $\mathfrak{c}_{+} \geq \mathcal{F}^{\prime}(+\infty)-\mu$. Similarly, one shows that $\mathrm{c}_{-} \leq \mathcal{F}^{\prime}(-\infty)-\mu$.
STEP 2. For a.e. $\omega$, $\mathfrak{c}_{+}\left(\mathrm{X}^{\omega}, \mathrm{f}^{\omega}\right) \leq \mathcal{F}^{\prime}(+\infty)-\mu$ and $\mathfrak{c}_{-}\left(\mathrm{X}^{\omega}, \mathfrak{f}^{\omega}\right) \geq \mathcal{F}^{\prime}(-\infty)-\mu$.
Proof of the Step. Fix $\omega$ such that $V_{N}^{\omega} / N \rightarrow \sigma^{2}=1, \mathbb{E}\left(S_{N}^{\omega}\right) / N \rightarrow \mu$, and $\left(\mathcal{F}_{N}^{\omega}\right)^{\prime} \rightarrow \mathcal{F}^{\prime}$ on $\mathbb{R}$ (a.e. $\omega$ is like that). Take $\eta>\mathcal{F}^{\prime}(\infty)-\mu$, and assume by way of contradiction that $\eta$ is reachable. Let $z_{N}$ be an admissible sequence such that $\frac{z_{N}-\mathbb{E}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}} \rightarrow \eta$.

By admissibility, for some $R$, for all $N$ large,

$$
\frac{z_{N}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}} \in\left[\left(\mathcal{F}_{N}^{\omega}\right)^{\prime}(-R)-\frac{\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}},\left(\mathcal{F}_{N}^{\omega}\right)^{\prime}(R)-\frac{\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)}{V_{N}^{\omega}}\right]
$$

Necessarily, $\eta \leq \mathcal{F}^{\prime}(R)-\mu$, whence by convexity, $\eta \leq \mathcal{F}^{\prime}(\infty)-\mu$. But this contradicts the choice of $\eta$.
Step 3. $\mathfrak{r}_{+}(\omega):=\lim _{N \rightarrow \infty} \frac{\operatorname{ess} \sup \left[S_{N}^{\omega}-\mathbb{E}\left(S_{N}^{\omega}\right)\right]}{V_{N}^{\omega}}, r_{-}(\omega):=\lim _{N \rightarrow \infty} \frac{\operatorname{ess} \inf \left[S_{N}^{\omega}-\mathbb{E}\left(S_{N}^{\omega}\right)\right]}{V_{N}^{\omega}}$ exist a.e., and are a.e. constant.
Proof of the Step. It is enough to prove the statement for $\mathfrak{r}_{+}$; the statement for $r_{-}$follows by considering $-f^{\Omega}$.
Let $S_{N}(\omega)=$ ess $\sup S_{N}^{\omega}-\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)$. By (S), $\left\{X_{i}^{T^{N}}{ }^{\omega}\right\}_{i \geq 1}$ is equal in distribution to $\left\{X_{i}^{\omega}\right\}_{i \geq N+1}$. So $\mathbb{E}^{\omega}\left(S_{N+M}^{\omega}\right)=\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)+\mathbb{E}^{T^{N} \omega}\left(S_{M}^{T^{N} \omega}\right)$. It is not difficult to see using (E) and (B) that

$$
\text { ess } \sup S_{N+M}^{\omega} \leq e \operatorname{ess} \sup S_{N}^{\omega}+e \operatorname{ess} \sup S_{M}^{T^{N} \omega}-4 K
$$

Thus the sequence $\mathcal{T}_{N}(\omega)=\mathcal{S}_{N}(\omega)-4 K$ is sub-additive, with respect to the noise process $(\Omega, \mathscr{F}, m, T)$. Since $S_{N}(\omega) \geq-K N$, the subadditive ergodic theorem implies that the limit

$$
\lim _{N \rightarrow \infty} \frac{\mathcal{S}_{N}(\omega)}{N}=\lim _{N \rightarrow \infty} \frac{\mathcal{T}_{N}(\omega)}{N}
$$

exists, and is independent of $\omega$ with probability one. The step follows, since

$$
V_{N}^{\omega} / N \rightarrow \sigma^{2}=1 \text { a.s. }
$$

STEP 4. $\mathrm{c}_{+}=\mathrm{r}_{+}$and $\mathrm{c}_{-}=\mathrm{r}_{-}$.
Proof of the Step. By $\S 7.4, \mathfrak{c}_{+} \leq \mathfrak{r}_{+}$and $\mathfrak{c}_{-} \geq \mathfrak{r}_{-}$, so it is enough to show that $\mathfrak{c}_{+} \geq \mathfrak{r}_{+}$and $\mathfrak{c}_{-} \leq r_{-}$.
Fix $\varepsilon>0$. By Step 3, for each sufficiently large $N_{0}$, there exists $\gamma_{\varepsilon, N_{0}}^{\prime}>0$ and a set $\Omega_{\varepsilon, N_{0}}^{\prime}$ with measure bigger than $1-\frac{1}{3} \varepsilon^{2}$, such that all $\omega \in \Omega_{\varepsilon, N_{0}}^{\prime}$,

$$
\begin{equation*}
\mathbb{P}^{\omega}\left(S_{N_{0}}^{\omega}-\mathbb{E}\left(S_{N_{0}}^{\omega}\right) \geq\left(\mathfrak{r}_{+}-\frac{1}{2} \varepsilon\right) V_{N_{0}}^{\omega}+8 K\right) \geq \gamma_{\varepsilon, N_{0}}^{\prime} \tag{9.23}
\end{equation*}
$$

By (E), (B) and (S), for all sufficiently large $N_{0}$, we can find $\gamma_{\varepsilon, N_{0}}^{\prime \prime}>0$ and $\Omega_{\varepsilon, N_{0}}^{\prime \prime}$ with measure bigger than $1-\frac{1}{2} \varepsilon^{2}$ such that for all $\omega \in \Omega_{\varepsilon, N_{0}}^{\prime \prime}$,

$$
\mathbb{P}^{\omega}\left(\left.S_{N_{0}}^{\omega}-\mathbb{E}\left(S_{N_{0}}^{\omega}\right) \geq\left(\mathfrak{r}_{+}-\frac{2}{3} \varepsilon\right) V_{N_{0}}^{\omega} \right\rvert\, X_{1}^{\omega}, X_{N_{0}+1}^{\omega}\right) \geq \gamma_{\varepsilon, N_{0}}^{\prime \prime}
$$

Since $V_{N}^{\omega} / N \rightarrow \sigma^{2}=1$, by choosing $N_{0}$ sufficiently large, we can find $\gamma_{\varepsilon, N_{0}}>0$ and $\Omega_{\varepsilon, N_{0}}$ with measure bigger than $1-\varepsilon^{2}$ such that for all $\omega \in \Omega_{\varepsilon, N_{0}}$,

$$
\begin{equation*}
\mathbb{P}^{\omega}\left(S_{N_{0}}^{\omega}-\mathbb{E}\left(S_{N_{0}}^{\omega}\right) \geq\left(\mathfrak{r}_{+}-\varepsilon\right) N_{0} \mid X_{1}^{\omega}, X_{N_{0}+1}^{\omega}\right) \geq \gamma_{\varepsilon, N_{0}} \tag{9.24}
\end{equation*}
$$

and $V_{N}^{\omega} \geq N / 2$ for $N \geq N_{0}$.
Given $M$, let $j_{1}(\omega)<j_{2}(\omega)<\cdots<j_{n_{M}(\omega)}(\omega)$ be all the times $1 \leq j<M$ when $T^{j N_{0}}(\omega) \in \Omega_{\varepsilon, N_{0}}$. Then

$$
\mathbb{P}^{\omega}\left(S_{N_{0} M}^{\omega}-\mathbb{E}^{\omega}\left(S_{N_{0} M}^{\omega}\right) \geq n_{M}\left(\mathrm{r}_{+}-\varepsilon\right) N_{0}-\left(M-n_{M}\right) N_{0} K\right) \stackrel{!}{\geq} \gamma_{\varepsilon, N_{0}}^{n_{M}} \geq \gamma_{\varepsilon, N_{0}}^{M}
$$

To see this, condition on $X_{1}^{\omega}, X_{N_{0}+1}^{\omega}, \ldots, X_{M N_{0}+1}^{\omega}$ to make the partial sums of terms involving $X_{\ell N_{0}+1}^{\omega}, \ldots, X_{(\ell+1) N_{0}+1}^{\omega}$ independent for different $\ell$; then use (9.24) or (B) to control the partial sums; finally take the expectation over $X_{1}^{\omega}, X_{N_{0}+1}^{\omega}, \ldots, X_{M N_{0}+1}^{\omega}$.

The pointwise ergodic theorem for $T^{N_{0}}: \Omega \rightarrow \Omega$ says that there is a $T^{N_{0}}$-invariant function $\beta(\omega)$ such that for a.e. $\omega$,

$$
\beta(\omega)=\lim _{M \rightarrow \infty} \frac{n_{M}(\omega)}{M} \quad \text { and } \quad \int \beta(\omega) \mathrm{d} m=m\left(\Omega_{\varepsilon, N_{0}}\right)>1-\varepsilon^{2}
$$

( $\beta(\omega)$ is not necessarily constant, because $T^{N_{0}}$ is not necessarily ergodic). Clearly $\beta(\omega) \leq 1$. Therefore $m[\beta>1-\varepsilon]>1-\varepsilon$. So for large $M$, and on a set $\bar{\Omega}_{\varepsilon}$ of measure bigger than $1-\varepsilon, \frac{n_{M}}{M}>1-\varepsilon$. On $\bar{\Omega}_{\varepsilon}$,

$$
n_{M}\left(\mathfrak{r}_{+}-\varepsilon\right) N_{0}-\left(M-n_{M}\right) N_{0} K \geq\left[(1-\varepsilon)\left(\mathfrak{r}_{+}-\varepsilon\right)-\varepsilon K\right] N_{0} M .
$$

Thus, for all $\varepsilon>0$ small, on a set of $\omega$ with probability at least $1-\varepsilon-\varepsilon^{2}$, there is an $\eta_{\varepsilon}>0$ and two constants $C_{1}, C_{2}>0$ independent of $\varepsilon$ such that for all $N$ large,

$$
\begin{equation*}
\mathbb{P}^{\omega}\left[S_{N}^{\omega} \geq \mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)+\left(\mathfrak{r}_{+}-C_{1} \varepsilon\right) N+C_{2} \varepsilon N\right] \geq \eta_{\varepsilon}^{V_{N}^{\omega}} \tag{9.25}
\end{equation*}
$$

(In (9.25) we used the inequality $V_{N}^{\omega}>N / 2$, which is valid on $\Omega_{\varepsilon, N_{0}}$.)
Next we claim that for all $\varepsilon>0$ small, on a set of $\omega$ with probability at least $1-\varepsilon$, there is a $\theta_{\varepsilon}>0$ such that for all $N$ large,

$$
\begin{equation*}
\mathbb{P}^{\omega}\left[S_{N}^{\omega} \leq \mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)+\left(\mathfrak{r}_{+}-C_{1} \varepsilon\right) N-C_{2} \varepsilon N\right] \geq \theta_{\varepsilon}^{V_{N}^{\omega}} \tag{9.26}
\end{equation*}
$$

Indeed, By Theorem 7.26, $\mathfrak{r}_{+} \geq \mathfrak{c}_{+}>0$. Choose $\varepsilon>0$ such that $\left(C_{1}+C_{2}\right) \varepsilon<\mathfrak{r}_{+}$. Then $\mathbb{P}^{\omega}\left[S_{N}^{\omega} \leq \mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)+\right.$ $\left.\left(\mathfrak{r}_{+}-C_{1} \varepsilon\right) N-C_{2} \varepsilon N\right] \geq \mathbb{P}^{\omega}\left[S_{N}^{\omega} \leq \mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)\right] \rightarrow 1 / 2$, by Dobrushin's CLT.

By (9.25) and (9.26), $z_{N}:=\mathbb{E}^{\omega}\left(S_{N}^{\omega}\right)+\left(\mathfrak{r}_{+}-C_{1} \varepsilon\right) N$ is admissible for $\omega$ in a set of measure at least $1-2 \varepsilon$, and therefore $\mathfrak{c}_{+} \geq(1-O(\varepsilon)) \mathfrak{r}_{+}$on a set of $\omega$ with probability bigger than $1-2 \varepsilon$. Taking $\varepsilon \rightarrow 0$, we obtain $\mathfrak{r}_{+} \geq \mathfrak{r}_{+}$ as required.

By symmetry, $c_{-} \leq r_{-}$.
Proof of Theorems 9.14 and 9.19. By Proposition 9.24, $G_{\text {ess }}\left(X^{\omega}, f^{\omega}\right)=\mathbb{R}$ a.e. in case (1), and $G_{\text {ess }}\left(X^{\omega}, f^{\omega}\right)=\mathbb{Z}$ a.e. in case (2). Parts (1) and (2) of Theorem 9.14 then follow from Theorem 7.26, using $V_{N}^{\omega} \sim N \sigma^{2}, \mathbb{E}\left(S_{N}^{\omega}\right) \sim N \mu$. Part (3) follows from Theorem 7.4(4). Theorem 9.19 has a similar proof, using Theorem 7.8.

### 9.4 Notes and References

Markov chains in random environment were introduced by Cogburn [27]. Probabilistic limit theorems for MCRE are given in Cogburn [28], Seppäläinen [180], Kifer [111], [112] and Hafouta \& Kifer [93, Ch. 6,7],[92].

In dynamical systems, one studies a setup similar to MCRE, called a "random dynamical system." In this setup, one iterates a map $T_{\omega}$ with $\omega$ varying randomly from iterate to iterate. For a fixed realization of noise, a random dynamical system reduces to a "sequential" (aka "time-dependent" or "non-autonomous") dynamical system. Limit theorems for random dynamical systems can be found in Kifer [112] Conze, Le Borgne \& Roger [30], Denker \& Gordin [42], Aimino, Nicol \& Vaienti [9], Nicol, Török \& Vaienti [151], and Dragičević, Froyland \& González-Tokman [64] (this is a partial list). For limit theorems for sequential dynamical systems, see Bakhtin [12], Conze \& Raugi [31], Haydn, Nicol, Török \& Vaienti [97], Korepanov, Kosloff \& Melbourne [120], and Hafouta [90, 91].

If we set the noise process to be the identity on the one point space, then the LLT in this chapter reduce to LLT for homogeneous stationary Markov chains, see Chapter 8 and references therein.

The results of this chapter are all essentially known in the case when $T$ preserves a finite measure. Theorem 9.10 was proved in the more general setup of random dynamical systems by Kifer [112],[110]. Corollary 9.13 and the first two parts of Lemma 9.8 are close to results in [110],[111], and the third part is due to Hafouta (private communication). Theorem 9.11 is close to the results of Dragičević, Froyland \& González-Tokman [64], and Hafouta \& Kifer [93, chapter 7, Theorem 7.1.5]. The main difference is in the irreducibility assumptions. Our condition of not being relatively cohomologous to a coset is replaced in [93] by what these authors call the "lattice" and "non-lattice" cases (this is not the same as our terminology). In the paper [64], the non-cohomology condition is replaced by a condition on the decay of the norms of certain Nagaev perturbation operators, and a connection to a non-cohomology condition is made under additional assumptions.

The results for infinite measure noise processes seem to be new. The reason we can also treat this case, is that the LLT we provide in this work do not require any assumptions on the rate of growth of $V_{N}$, and they also work when it grows sub-linearly. It would be interesting to obtain similar results for more general stochastic processes (or deterministic systems) in random environment with infinite invariant measure.

## Appendix A

## The Gärtner-Ellis Theorem in One Dimension

## A. 1 The Statement

The Legendre-Fenchel transform of a convex function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is the function $\varphi^{*}: \mathbb{R} \rightarrow \mathbb{R} \cup\{+\infty\}$ given by

$$
\varphi^{*}(\eta):=\sup _{\xi \in \mathbb{R}}\{\xi \eta-\varphi(\xi)\}
$$

This is closely related to the Legendre transform, defined by (7.40), see Lemma A. 3 below. Our purpose is to show the following special case of the Gärtner-Ellis theorem:
Theorem A. 1 Suppose $a_{n} \rightarrow \infty$, and let $W_{n}$ be a sequence of random variables such that $\mathbb{E}\left(\mathrm{e}^{\xi W_{n}}\right)<\infty$ for all $\xi \in \mathbb{R}$. Assume that the limit

$$
\mathcal{F}(\xi):=\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{E}\left(\mathrm{e}^{\xi W_{n}}\right)
$$

exists for all $\xi \in \mathbb{R}$, and is differentiable and strictly convex on $\mathbb{R}$. Let $\mathcal{I}(\eta)$ be the Legendre-Fenchel transform of $\mathcal{F}(\xi)$. Then:
(1) For every closed set $F \subset \mathbb{R}, \limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in F\right] \leq-\inf _{\eta \in F} I(\eta)$.
(2) For every open set $G \subset \mathbb{R}, \liminf _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in G\right] \geq-\inf _{\eta \in G} I(\eta)$.

## A. 2 Background from Convex Analysis

To prove Theorem A. 1 we need to recall some standard facts from convex analysis.
Lemma A. 1 Suppose $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is a convex function which is differentiable on $\mathbb{R}$. Then $\varphi$ is continuously differentiable on $\mathbb{R}$.
Proof By convexity, for every $h>0, \frac{\varphi(z)-\varphi(z-h)}{h} \leq \varphi^{\prime}(z) \leq \frac{\varphi(z+h)-\varphi(z)}{h}$. So
$\limsup _{y \rightarrow x} \varphi^{\prime}(y)-\varphi^{\prime}(x) \leq \limsup _{y \rightarrow x}\left[\frac{\varphi(y+h)-\varphi(y)}{h}-\frac{\varphi(x)-\varphi(x-h)}{h}\right]=\frac{\varphi(x+h)-\varphi(x)}{h}-\frac{\varphi(x)-\varphi(x-h)}{h} \xrightarrow[h \rightarrow 0]{\longrightarrow}$ $\varphi^{\prime}(x)-\varphi^{\prime}(x)=0$. Similarly, $\liminf _{y \rightarrow x} \varphi^{\prime}(y)-\varphi^{\prime}(x) \geq 0$. Thus $\lim _{y \rightarrow x} \varphi^{\prime}(y)=\varphi^{\prime}(x)$.

The derivative of a differentiable convex function is monotone increasing. For such functions we can safely define $\varphi^{\prime}(\infty):=\lim _{\xi \rightarrow \infty} \varphi^{\prime}(\xi), \quad \varphi^{\prime}(-\infty):=\lim _{\xi \rightarrow-\infty} \varphi^{\prime}(\xi)$.

Lemma A. 2 If $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is strictly convex and differentiable on $\mathbb{R}$, then the Legendre transform $\psi$ of $\varphi$ is continuously differentiable and strictly convex on $\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(\infty)\right)$. In addition, $\psi^{\prime} \circ \varphi^{\prime}=$ id there.

Proof By strict convexity, $\varphi^{\prime}$ is strictly increasing. By the previous lemma, $\varphi^{\prime}$ is continuous. So the Legendre transform $\psi$ of $\varphi$ is well-defined on $\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(\infty)\right)$. Fix $h \neq 0$ and $\eta$ so that $\eta, \eta+h \in\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(\infty)\right)$. Then $\exists!\xi, \xi_{h}$ such that $\varphi^{\prime}(\xi)=\eta, \quad \psi(\eta)=\xi \eta-\varphi(\xi), \quad \varphi^{\prime}\left(\xi_{h}\right)=\eta+h, \quad \psi(\eta+h)=\xi_{h}(\eta+h)-\varphi\left(\xi_{h}\right)$.

The following identities hold:

$$
\frac{\psi(\eta+h)-\psi(\eta)}{h}=\frac{\left[\xi_{h}(\eta+h)-\varphi\left(\xi_{h}\right)\right]-[\xi \eta-\varphi(\xi)]}{h}
$$

$$
=\frac{\left(\xi_{h}-\xi\right) \eta+\varphi(\xi)-\varphi\left(\xi_{h}\right)}{h}+\xi_{h}=\left(\xi_{h}-\xi\right)\left[\frac{1}{h}\left(\eta-\frac{\varphi\left(\xi_{h}\right)-\varphi(\xi)}{\xi_{h}-\xi}\right)\right]+\xi_{h}
$$

By convexity, the term in the square brackets lies between $\frac{1}{h}\left(\eta-\varphi^{\prime}(\xi)\right)=0$ and $\frac{1}{h}\left(\eta-\varphi^{\prime}\left(\xi_{h}\right)\right)=-1$. Therefore it is bounded, and $\frac{\psi(\eta+h)-\psi(\eta)}{h}=\xi_{h}+O\left(\left|\xi_{h}-\xi\right|\right)$.

By strict convexity, $\varphi^{\prime}$ is increasing, and by the previous lemma, $\varphi^{\prime}$ is continuous. It follows that the inverse function of $\varphi^{\prime}$ is well-defined and continuous. Consequently, $\xi_{h}=\left(\varphi^{\prime}\right)^{-1}(\eta+h) \underset{h \rightarrow 0}{\longrightarrow}\left(\varphi^{\prime}\right)^{-1}(\eta)=\xi$. It follows that $\frac{\psi(\eta+h)-\psi(\eta)}{h}=\xi_{h}+O\left(\left|\xi_{h}-\xi\right|\right) \underset{h \rightarrow 0}{\longrightarrow} \xi=\left(\varphi^{\prime}\right)^{-1}(\eta)$.

Thus $\psi$ is differentiable on $\left(\varphi^{\prime}(-\infty), \varphi(\infty)\right)$, and $\psi^{\prime}=\left(\varphi^{\prime}\right)^{-1}$ there. Looking at this formula, we recognize that $\psi^{\prime}$ is continuous and increasing, which shows that $\psi$ is $C^{1}$ and strictly convex on $\left(\varphi^{\prime}(-\infty), \varphi^{\prime}(\infty)\right)$.

Lemma A. 3 Let $\mathcal{F}: \mathbb{R} \rightarrow \mathbb{R}$ be a finite, differentiable, and strictly convex function. Let $\mathcal{I}$ denote the LegendreFenchel transform of $\mathcal{F}$. Then:
(1) $\mathcal{I}$ is convex on $\mathbb{R}$. (2) $\mathcal{I}=+\infty$ outside of $\left[\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right]$.
(3) I agrees with the Legendre transform of $\mathcal{F}$ on $\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right)$. On this interval $\mathcal{I}$ is strictly convex, differentiable, and $\mathcal{I}^{\prime} \circ \mathcal{F}^{\prime}=i d$.
(4) $\mathcal{I}$ is increasing to the right of $\mathcal{F}^{\prime}(0)$ and decreasing to the left of $\mathcal{F}^{\prime}(0)$.

Proof The first statement follows from the sub-additivity of the supremum.
To see the second statement, let $\varphi_{\eta}(\xi):=\xi \eta-\mathcal{F}(\xi)$.

- If $\eta>\mathcal{F}^{\prime}(\infty)$, then $\varphi_{\eta}^{\prime}(\xi) \underset{\xi \rightarrow \infty}{\longrightarrow} \eta-\mathcal{F}^{\prime}(\infty)>0$, so $\varphi_{\eta}(\xi) \underset{\xi \rightarrow \infty}{\longrightarrow}+\infty$.
- If $\eta<\mathcal{F}^{\prime}(-\infty)$, then $\varphi_{\eta}^{\prime}(\xi) \underset{\xi \rightarrow-\infty}{\longrightarrow} \eta-\mathcal{F}^{\prime}(-\infty)<0$, and $\varphi_{\eta}(\xi) \underset{\xi \rightarrow-\infty}{ }+\infty$.

In both cases, $I(\eta)=\sup _{\xi} \varphi_{\eta}(\xi)=+\infty$.
Now suppose $\eta \in\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right)$. By Lemma A.1, $\mathcal{F}^{\prime}$ is continuous, and by strict convexity, $\mathcal{F}^{\prime}$ is strictly increasing. So there is exactly one $\xi_{0}$, where $\mathcal{F}^{\prime}\left(\xi_{0}\right)=\eta$. As $\varphi_{\eta}(\xi)$ is concave, this is the point where $\varphi_{\eta}(\xi)$ attains its global maximum, and we find that $\mathcal{I}(\eta)=\varphi_{\eta}\left(\xi_{0}\right)=\xi_{0} \eta-\mathcal{F}\left(\xi_{0}\right)$. It follows that $I$ agrees with the Legendre transform of $\mathcal{F}$ at $\eta$. The remaining parts of part 3 follows from Lemma A.2.

By part $3, \mathcal{I}^{\prime}\left(\mathcal{F}^{\prime}(0)\right)=0$, therefore $\mathcal{I}$ attains its global minimum at $\mathcal{F}^{\prime}(0)$, and is decreasing on $\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(0)\right)$ and increasing on $\left(\mathcal{F}^{\prime}(0), \mathcal{F}^{\prime}(\infty)\right)$. At this point it is already clear that $I$ satisfies the conclusion of part 4 on $\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right)$. Since $I$ is finite on $\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right)$ and equal to $+\infty$ outside $\left[\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right]$, we just need to check that the values of $\mathcal{I}$ at $\mathcal{F}^{\prime}( \pm \infty)$ do not spoil the monotonicity. Indeed they do not. For example, for every $\mathcal{F}^{\prime}(0) \leq \xi<\mathcal{F}^{\prime}(\infty)$,

$$
\mathcal{I}\left(\mathcal{F}^{\prime}(\infty)\right)=\lim _{t \rightarrow 0^{+}}(1-t) \mathcal{I}\left(\mathcal{F}^{\prime}(\infty)\right)+t \mathcal{I}\left(\mathcal{F}^{\prime}(0)\right) \geq \lim _{t \rightarrow 0^{+}} I\left((1-t) \mathcal{F}^{\prime}(\infty)+t \mathcal{F}^{\prime}(0)\right) \geq \mathcal{I}(\xi)
$$

where the first inequality holds because $I$ is convex on $\mathbb{R}$ and the second holds because $I$ is increasing on $\left[\mathcal{F}^{\prime}(0), \mathcal{F}^{\prime}(\infty)\right)$.

Similarly, for every $\mathcal{F}^{\prime}(-\infty) \leq \xi<\mathcal{F}^{\prime}(0)$, we have $I\left(\mathcal{F}^{\prime}(-\infty)\right) \geq \mathcal{I}(\xi)$.
Lemma A.4 Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be a convex function with Legendre-Fenchel transform $\varphi^{*}$, and suppose $\varphi^{*}\left(\eta_{0}\right)=$ $\xi_{0} \eta_{0}-\varphi\left(\xi_{0}\right)$. Then the Legendre-Fenchel transform of $\varphi\left(\xi+\xi_{0}\right)-\varphi\left(\xi_{0}\right)$ is $\varphi^{*}(\eta)-\varphi^{*}\left(\eta_{0}\right)+\xi_{0}\left(\eta_{0}-\eta\right)$.

Proof At $\eta$, this Legendre transform is equal to

$$
\begin{aligned}
& \sup _{\xi}\left[\xi \eta-\varphi\left(\xi+\xi_{0}\right)+\varphi\left(\xi_{0}\right)\right]=\sup _{\xi}\left[\left(\xi+\xi_{0}\right) \eta-\varphi\left(\xi+\xi_{0}\right)\right]+\varphi\left(\xi_{0}\right)-\xi_{0} \eta \\
& =\varphi^{*}(\eta)-\left[\xi_{0} \eta-\varphi\left(\xi_{0}\right)\right]=\varphi^{*}(\eta)-\left[\xi_{0} \eta_{0}-\varphi\left(\xi_{0}\right)\right]+\xi_{0}\left(\eta_{0}-\eta\right)
\end{aligned}
$$

The lemma follows from the identity $\varphi^{*}\left(\eta_{0}\right)=\xi_{0} \eta_{0}-\varphi\left(\xi_{0}\right)$.

## A. 3 Proof of the Gärtner-Ellis Theorem

Proof of the Upper Bound: Suppose $\eta \geq \mathcal{F}^{\prime}(0)$. For every $\xi \geq 0$,
$\limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \geq \eta\right] \leq \lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{E}\left(\mathrm{e}^{\xi\left(W_{n}-a_{n} \eta\right)}\right)=\mathcal{F}(\xi)-\xi \eta$.
This is also true for $\xi<0$, because for such $\xi$, since $\mathcal{F}(0)=0$,

$$
\mathcal{F}(\xi)-\xi \eta=|\xi|\left(\eta-\frac{\mathcal{F}(\xi)-\mathcal{F}(0)}{\xi}\right) \geq|\xi|\left(\eta-\mathcal{F}^{\prime}(0)\right) \geq 0 \geq \limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \geq \eta\right]
$$

In summary, $\limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \geq \eta\right] \leq \mathcal{F}(\xi)-\xi \eta$ for all $\xi \in \mathbb{R}$. Passing to the infimum on $\xi$, we obtain that $\limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \geq \eta\right] \leq-\mathcal{I}(\eta)$ for all $\eta \geq \mathcal{F}^{\prime}(0)$. Similarly, one shows that

$$
\limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \leq \eta\right] \leq-I(\eta) \text { for all } \eta \leq \mathcal{F}^{\prime}(0)
$$

Every closed set $F \subset \mathbb{R}$ can be covered by at most two sets of the form $\left(-\infty, \eta_{1}\right]$ and $\left[\eta_{2}, \infty\right)$ where $\eta_{i} \in F$ and $\eta_{1} \leq \mathcal{F}^{\prime}(0) \leq \eta_{2}$. By Lemma A.3(4), $\inf _{F} \mathcal{I}=\min \left\{\mathcal{I}\left(\eta_{i}\right)\right\}$.

So $\limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in F\right] \stackrel{!}{\leq}-\inf _{F} \mathcal{I}(\because \log (A+B) \leq 2+\max (\log A, \log B))$.
Proof of the Lower Bound: We begin with the special case $G=(\alpha, \beta)$, where $\mathcal{F}^{\prime}(0) \leq \alpha<\beta \leq \mathcal{F}^{\prime}(\infty)$. Fix $0<\delta<\frac{\beta-\alpha}{2}$ arbitrarily close to zero.

Define $\xi_{\delta}, \eta_{\delta}$ by

$$
\eta_{\delta}:=\alpha+\delta, \quad \mathcal{F}^{\prime}\left(\xi_{\delta}\right)=\eta_{\delta}
$$

Since $I^{\prime} \circ \mathcal{F}^{\prime}=i d$ on $\left(\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right), \xi_{\delta}=I^{\prime}\left(\eta_{\delta}\right)$, and since $I$ is increasing to the right of $\mathcal{F}^{\prime}(0), \xi_{\delta}>0$.
Let $\mu_{n}(\mathrm{~d} t)$ denote the probability measures on $\mathbb{R}$ given by $\mu_{n}(E):=\mathbb{P}\left[W_{n} \in E\right]$. Construct the change of measure

$$
\widetilde{\mu}_{n}(\mathrm{~d} t)=\frac{\mathrm{e}^{\xi_{\delta} t} \mu_{n}(\mathrm{~d} t)}{\mathbb{E}\left(\mathrm{e}^{\xi_{\delta} W_{n}}\right)}
$$

and let $\widetilde{W}_{n}$ denote the random variables such that $\mathbb{P}\left[\widetilde{W}_{n} \in E\right]=\widetilde{\mu}_{n}(E)$.
Claim. $\mathbb{P}\left[\widetilde{W}_{n} / a_{n} \in(\alpha, \alpha+2 \delta)\right] \underset{n \rightarrow \infty}{ } 1$.
Proof of the Claim. Clearly, $\log \mathbb{E}\left(\mathrm{e}^{t \widetilde{W}_{n}}\right)=\log \mathbb{E}\left[\mathrm{e}^{\left(t+\xi_{\delta}\right) W_{n}} / \mathbb{E}\left(\mathrm{e}^{\xi_{\delta} W_{n}}\right)\right]$. Therefore,

$$
\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{E}\left(\mathrm{e}^{t \widetilde{W}_{n}}\right)=\widetilde{\mathcal{F}}(t):=\mathcal{F}\left(t+\xi_{\delta}\right)-\mathcal{F}\left(\xi_{\delta}\right)
$$

By Lemma A.4, the Legendre-Fenchel transform of $\tilde{\mathcal{F}}$ is

$$
\widetilde{\mathcal{I}}(s)=\mathcal{I}(s)-\mathcal{I}\left(\eta_{\delta}\right)+\xi_{\delta}\left(\eta_{\delta}-s\right)
$$

Note that $\widetilde{\mathcal{F}}^{\prime}(0)=\eta_{\delta}=\alpha+\delta$. Therefore, by the upper bound we just proved,

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[\widetilde{W}_{n} / a_{n} \geq \alpha+2 \delta\right] \leq-\widetilde{\mathcal{I}}(\alpha+2 \delta) \\
& =-\left[\mathcal{I}(\alpha+2 \delta)-\mathcal{I}\left(\eta_{\delta}\right)-\xi_{\delta} \delta\right]=-\delta\left[\frac{\mathcal{I}\left(\eta_{\delta}+\delta\right)-\mathcal{I}\left(\eta_{\delta}\right)}{\delta}-\mathcal{I}^{\prime}\left(\eta_{\delta}\right)\right] \stackrel{!}{<} 0,
\end{aligned}
$$

where the last inequality is because $I$ is strictly convex. It follows that

$$
\mathbb{P}\left[\widetilde{W}_{n} / a_{n} \geq \alpha+2 \delta\right] \rightarrow 0
$$

Similarly, working with the random variables $-\widetilde{W}_{n}$, one shows that

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[\widetilde{W}_{n} / a_{n} \leq \alpha\right] \leq-\widetilde{\mathcal{I}}(\alpha) \\
& =-\left[\mathcal{I}(\alpha)-\mathcal{I}\left(\eta_{\delta}\right)+\xi_{\delta} \delta\right]=-\delta\left[I^{\prime}\left(\eta_{\delta}\right)-\frac{I\left(\eta_{\delta}\right)-I(\alpha)}{\delta}\right]<0
\end{aligned}
$$

whence, again, $\mathbb{P}\left[\widetilde{W}_{n} / a_{n} \leq \alpha\right] \rightarrow 0$. The claim follows.
We now return to the problem of bounding $\liminf _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in G\right]$. Since $(\alpha, \beta) \supset(\alpha, \alpha+2 \delta)$ and $\xi_{\delta}>0$,

$$
\begin{aligned}
& \liminf _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in(\alpha, \beta)\right] \geq \liminf _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in(\alpha, \alpha+2 \delta)\right] \\
& \geq \liminf _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{E}\left(1_{(\alpha, \alpha+2 \delta)}\left(W_{n} / a_{n}\right) \frac{\mathrm{e}^{\xi_{\delta}\left(W_{n}-(\alpha+2 \delta) a_{n}\right)}}{\mathbb{E}\left(\mathrm{e}^{\xi_{\delta} W_{n}}\right)} \mathbb{E}\left(\mathrm{e}^{\xi_{\delta} W_{n}}\right)\right) \\
& =\liminf _{n \rightarrow \infty} \frac{1}{a_{n}} \log \left[\mathbb{E}\left(1_{(\alpha, \alpha+2 \delta)}\left(\widetilde{W}_{n} / a_{n}\right)\right) \mathrm{e}^{-\xi_{\delta}(\alpha+2 \delta) a_{n}} \mathbb{E}\left(\mathrm{e}^{\xi_{\delta} W_{n}}\right)\right] \\
& =\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left(\widetilde{W}_{n} / a_{n} \in(\alpha, \alpha+2 \delta)\right)-\xi_{\delta}(a+2 \delta)+\mathcal{F}\left(\xi_{\delta}\right) \\
& =0-\left(\xi_{\delta} \eta_{\delta}-\mathcal{F}\left(\xi_{\delta}\right)\right)-\xi_{\delta} \delta=-\mathcal{I}\left(\eta_{\delta}\right)-\xi_{\delta} \delta \xrightarrow[\delta \rightarrow 0]{ }-\mathcal{I}(\alpha) \stackrel{!}{=}-\inf _{(\alpha, \beta)} \mathcal{I},
\end{aligned}
$$

because $\mathcal{I}$ is increasing on $(\alpha, \beta)$, by the assumptions on $\alpha$ and $\beta$.
Similarly, one shows that whenever $\mathcal{F}^{\prime}(-\infty) \leq \alpha<\beta \leq \mathcal{F}^{\prime}(0)$, then

$$
\liminf _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in(\alpha, \beta)\right] \geq-\inf _{(\alpha, \beta)} \mathcal{I}
$$

Since $I=+\infty$ outside $\left[\mathcal{F}^{\prime}(-\infty), \mathcal{F}^{\prime}(\infty)\right]$, and every open set is a union of intervals, this implies the lower bound for every open set $G$ which does not contain $\mathcal{F}^{\prime}(0)$.

Now suppose that $G$ does contain $\mathcal{F}^{\prime}(0)$. Observe that $\inf _{G} I=0$, because zero is the global minimum of $I$, and by Lemma A. $3(3), \mathcal{I}\left(\mathcal{F}^{\prime}(0)\right)=0 \times \mathcal{F}^{\prime}(0)-\mathcal{F}(0)=0$. Since $G$ is open, $G \supset\left(\mathcal{F}^{\prime}(0)-\alpha, \mathcal{F}^{\prime}(0)+\alpha\right)$ with $\alpha$ positive, and then by the upper bound and the positivity of $\mathcal{I}\left(\mathcal{F}^{\prime}(0) \pm \alpha\right)$ (which follows from Lemma A.3(4))

$$
\limsup _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \notin\left(\mathcal{F}^{\prime}(0)-\alpha, \mathcal{F}^{\prime}(0)+\alpha\right)\right]<0
$$

So $\mathbb{P}\left[W_{n} / a_{n} \notin G\right] \rightarrow 0$, and $\lim _{n \rightarrow \infty} \frac{1}{a_{n}} \log \mathbb{P}\left[W_{n} / a_{n} \in G\right]=0$. Since, as noted above, $\inf _{G} \mathcal{I}=0$, the result follows.

## A. 4 Notes and References

Theorem A. 1 is a special case of results by Gärtner [77] and Ellis [69], which apply to vector valued random variables, and which assume less on $\mathcal{F}(\xi)$. The special case discussed above follows (up to minor details) from the work of Plachky \& Steinbach [158]. The proof we gave here is based on Ellis's book [70, §VII.3]. See [40, §2.3] and [164, §12.2] for additional discussions of Gärtner-Ellis Theorem and its applications.

## Appendix B <br> Hilbert's Projective Metric and Birkhoff's Theorem

## B. 1 Hilbert's Projective Metric

Suppose $(V,\|\cdot\|)$ is a normed vector space over $\mathbb{R}$. A cone is a set $K \subset V$ such that
(1) $K+K \subset K$;
(2) $\lambda K \subset K$ for all $\lambda>0$;
(3) $K \cap(-K)=\{0\}$;
(4) $K$ is closed, and the interior of $K$, $\operatorname{int}(K)$, is non-empty.

Necessarily $K=\overline{\operatorname{int}(K)}$ : Suppose $x \in K$ and $y \in \operatorname{int}(A)$; Then $x=\lim x_{n}$, where $x_{n}:=x+\frac{1}{n} y$, and $x_{n} \in \operatorname{int}(K)$. Indeed, by the assumption on $y$ there is an open ball $B \subset K$ such that $y \in B$, and therefore $x_{n} \in B^{\prime}:=x+\frac{1}{n} B \subset K+K \subset K$.

Every cone determines a partial order on $V$ by $x \leq y \Leftrightarrow y-x \in K$. Sometimes we will write $\leq_{K}$ instead of $\leq$.

Note that $x \geq 0 \Leftrightarrow x \in K$, and $x \leq y \Rightarrow \lambda x \leq \lambda y$ for all $\lambda>0$.
Two $x, y \in K \backslash\{0\}$ are comparable if $m y \leq x \leq M y$ for some $M, m>0$. Let

$$
\begin{aligned}
M(x \mid y) & :=\inf \{M>0: x \leq M y\} \\
m(x \mid y) & :=\sup \{m>0: m y \leq x\} .
\end{aligned}
$$

Clearly, $m(x \mid y)=M(y \mid x)^{-1}$.
Lemma B. 1 If $x, y \in K \backslash\{0\}$ are comparable, then $M(x \mid y), m(x \mid y)$ are finite positive numbers. They are the best constants in the inequality $m(x \mid y) y \leq x \leq M(x \mid y) y$.
Proof Choose $M_{n} \downarrow M(x \mid y)$ such that $x \leq M_{n} y$. So $M_{n} y-x \in K$ for all $n$. Passing to the limit and recalling that $K$ is closed, we obtain $M(x \mid y) y-x \in K$. So $x \leq M(x \mid y) y$. Necessarily, $M(x \mid y)>0$ : Otherwise $M(x \mid y)=0$, and $x \leq 0$, whence $-x \in K$. But this is impossible, since $K \cap(-K)=\{0\}$ and $x \neq 0$.

By the symmetry $m(x \mid y)=M(y \mid x)^{-1}, x \geq m(x \mid y) y$, and $m(x \mid y)<\infty$.
Hilbert's projective metric (of $\boldsymbol{K}$ ) is $d_{K}(x, y):=\log \left(\frac{M(x \mid y)}{m(x \mid y)}\right),(x, y$ comparable).
Proposition B. 2 Any two $x, y \in \operatorname{int}(K)$ are comparable. Hilbert's projective metric is a pseudo-metric on $\operatorname{int}(K)$, and $d_{K}(x, y)=0$ iff $x, y$ are collinear. If $x, x^{\prime}$ are collinear and $y, y^{\prime}$ are collinear, then $d_{K}\left(x^{\prime}, y^{\prime}\right)=d_{K}(x, y)$.
Proof Let $B(z, r):=\{x \in V:\|x-z\|<r\}$.
Comparability of $x, y \in \operatorname{int}(K)$ : Choose $r>0$ such that $\overline{B(x, r)}, \overline{B(y, r)} \subseteq \operatorname{int}(K)$, then $x-r y /\|y\|, y-r x /\|x\| \in$ $K$, whence $\frac{r}{\|y\|} y \leq x \leq \frac{\|x\|}{r} y$.
Positivity: Fix two comparable $x, y$ and let $M:=M(x \mid y), m:=m(x \mid y)$. We saw that $m y \leq x \leq M y$, so $x-m y, M y-x \in K$, whence $\left(\frac{M}{m}-1\right) x=\frac{M}{m}(x-m y)+(M y-x) \in K$. Necessarily, $M / m \geq 1$, otherwise $\left(1-\frac{M}{m}\right) x \in K$, and $K \cap(-K) \ni\left(\frac{M}{m}-1\right) x \neq 0$. So $d_{K}(x, y)=\log (M / m) \geq 0$. In addition, if $d_{K}(x, y)=0$ iff $M=m$. In this case $\pm(M y-x) \in K$, so $M y=x$ and $x, y$ are collinear.
Symmetry: $d_{K}(\cdot, \cdot)$ is symmetric, because $M(x \mid y)=m(y \mid x)^{-1}$.
Triangle Inequality: If $x, y, z \in \operatorname{int}(K)$, then $x \leq M(x \mid y) y \leq M(x \mid y) M(y \mid z) z$ and $x \geq m(x \mid y) y \geq$ $m(x \mid y) m(y \mid z) z$. Since $K+K \subset K, \leq$ is transitive. Therefore $M(x \mid z) \leq M(x \mid y) M(y \mid z)$ and $m(x \mid z) \geq$ $m(x \mid y) m(y \mid z)$. The result follows.

Projective Property: If $x^{\prime}=\lambda x$, then $M\left(x^{\prime} \mid y\right)=\lambda M(x \mid y)$ and $m\left(x^{\prime} \mid y\right)=\lambda m(x \mid y)$, so $d_{K}\left(x^{\prime}, y\right)=d_{K}(x, y)$. Similarly, if $y^{\prime}=\lambda^{\prime} y$, then $d_{K}\left(x^{\prime}, y^{\prime}\right)=d_{K}\left(x^{\prime}, y\right)$. So $d_{K}\left(x^{\prime}, y^{\prime}\right)=d_{K}(x, y)$.

Corollary B. 3 Hilbert's projective metric is a proper metric on the "projectivization" of the interior of $K$, $\mathbb{P} K:=\operatorname{int}(K) / \sim$, where $x \sim y$ iff $x, y$ are collinear.

Proposition B. 4 If $x \in K \backslash \operatorname{int}(K)$ and $y \in \operatorname{int}(K)$, then $x, y$ are not comparable.
Proof Suppose by contradiction that $x, y$ are comparable; then $x-m y \in K$ for some $m>0$. Let $B$ denote the open unit ball in $V$. Since $y \in \operatorname{int}(K), y+\varepsilon B \subset K$ for some $\varepsilon>0$. Therefore $x+m \varepsilon B=(x-m y)+m(y+\varepsilon B) \subset$ $K+m K \subset K$, and $x \in \operatorname{int}(K)$. But this contradicts the assumption on $x$.

## B. 2 Contraction Properties

Let $V_{i}$ be two normed vector spaces, and let $K_{i} \subset V_{i}$ be cones. A linear map $A: V_{1} \rightarrow V_{2}$ is called non-negative (with respect to $K_{\mathbf{1}}, K_{\mathbf{2}}$ ), if $A\left(K_{1}\right) \subset K_{2}$, and positive (with respect to $\boldsymbol{K}_{\mathbf{1}}, \boldsymbol{K}_{\mathbf{2}}$ ) if $A\left(\operatorname{int}\left(K_{1}\right)\right) \subset \operatorname{int}\left(K_{2}\right)$. Positivity implies non-negativity, because $K_{i}=\overline{\operatorname{int}\left(K_{i}\right)}$.

Let $\leq_{i}:=\leq_{K_{i}}$. Every non-negative linear map satisfies $A x \geq_{2} 0$ on $K_{1}$, and

$$
x \leq_{1} y \Rightarrow A x \leq_{2} A y .
$$

Proposition B. 5 If $A$ is non-negative, then $d_{K_{2}}(A x, A y) \leq_{2} d_{K_{1}}(x, y)$ on $\operatorname{int}\left(K_{1}\right)$.
Proof If $x, y \in \operatorname{int}\left(K_{1}\right)$ then $x, y$ are comparable, so $m(x \mid y) y \leq_{1} x \leq_{1} M(x \mid y) y$. Since $A$ is non-negative, $m(x \mid y) A y \leq_{2} A x \leq_{2} M(x \mid y) A y$, so $M(A x \mid A y) \leq M(x \mid y)$ and $m(A x \mid A y) \geq m(x \mid y)$. It follows that $d_{K_{2}}(A x, A y) \leq d_{K_{1}}(x, y)$.

The projective diameter of a positive linear map $A: V_{1} \rightarrow V_{2}$ (with respect to cones $K_{1}, K_{2}$ ) is

$$
\Delta_{K_{1}, K_{2}}(A):=\sup \left\{d_{K_{2}}(A x, A y): x, y \in \operatorname{int}\left(K_{1}\right)\right\} \leq \infty
$$

The hyperbolic tangent function is $\tanh (t)=\frac{e^{t}-e^{-t}}{e^{t}+e^{-t}}$. We let $\tanh (\infty):=1$.
Theorem B. 6 (G. Birkhoff) Suppose $K_{i}$ are cones in normed vector spaces $V_{i}(i=1,2)$, and let $A: V_{1} \rightarrow V_{2}$ be a linear mapping which is positive with respect to $K_{1}, K_{2}$. Then for all $x, y \in \operatorname{int}\left(K_{1}\right)$

$$
\begin{equation*}
d_{K_{2}}(A x, A y) \leq \tanh \left(\frac{1}{4} \Delta_{K_{1}, K_{2}}(A)\right) d_{K_{1}}(x, y) \tag{B.1}
\end{equation*}
$$

In particular, if $\Delta_{K_{1}, K_{2}}(A)<\infty$, then $A$ is a strict contraction.
Proof in a Special Case. Suppose $V_{1}=V_{2}=V$ and $K_{1}=K_{2}=K$, where $V=\mathbb{R}^{2}$, and $K:=\{(x, y): x, y \geq 0\}$.
Let $A: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be a linear map such that $A(\operatorname{int}(K)) \subset \operatorname{int}(K)$. The theorem is trivial when $\operatorname{det}(A)=0$, because in this case $A x, A y$ are collinear for all $x, y$, and $d_{K}(A x, A y)=0$. Henceforth we assume that $\operatorname{det}(A) \neq 0$.

Write $A=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$. Since positive maps are non-negative, $A(K) \subset K$, and this implies that $a, b, c, d \geq 0$ (calculate $A$ on the standard basis).

Two vectors $x=\binom{x_{1}}{x_{2}}, y=\binom{y_{1}}{y_{2}}$ belong to $\operatorname{int}(K)$ iff $x_{i}, y_{i}>0$. In this case $M(x \mid y)=\max _{i=1,2}\left(x_{i} / y_{i}\right)$ and $m(x \mid y)=\min _{i=1,2}\left(x_{i} / y_{i}\right)$. It follows that

$$
\begin{aligned}
& d_{K}(x, y)=\left|\log \left(\left.\frac{x_{1}}{x_{2}} \right\rvert\, \frac{y_{1}}{y_{2}}\right)\right|, \text { and therefore } \\
& d_{K}(A x, A y)=\left|\log \left(\left.\frac{a x_{1}+b x_{2}}{c x_{1}+d x_{2}} \right\rvert\, \frac{a y_{1}+b y_{2}}{c y_{1}+d y_{2}}\right)\right|=\left|\log \frac{a x_{1}+b x_{2}}{c x_{1}+d x_{2}}-\log \frac{a y_{1}+b y_{2}}{c y_{1}+d y_{2}}\right| \\
& =\left|\log \varphi_{A}(t)-\log \varphi_{A}(s)\right|, \quad \text { where } \varphi_{A}(\xi):=\frac{a \xi+b}{c \xi+d}, t:=\frac{x_{1}}{x_{2}}, \text { and } s:=\frac{y_{1}}{y_{2}}
\end{aligned}
$$

As $x, y$ range over $\operatorname{int}(K), t, s$ range over $(0, \infty)$. Since $\varphi_{A}^{\prime}(\xi)=\frac{\operatorname{det}(A)}{(c \xi+d)^{2}}$ and $\operatorname{det}(A) \neq 0, \varphi_{A}$ is monotonic, and the image of $\log \varphi_{A}$ is an interval with endpoints $\varphi_{A}(0)=\frac{b}{d}$ and $\varphi_{A}(\infty)=\frac{a}{c}$. It follows that

$$
\begin{equation*}
\Delta_{K, K}(A)=\left|\log \frac{a d}{b c}\right|, \tag{B.2}
\end{equation*}
$$

with the understanding that $\mid \log$ (zero/non-zero) $|=| \log$ (non-zero/zero) $\mid=\infty$. (We do not need to worry about $\log$ (zero/zero), because $a d-b c \neq 0$.)

By (B.2), $\Delta_{K, K}(A)=\infty$ whenever some of $a, b, c, d$ are zero. In this case $\tanh \left(\frac{1}{4} \Delta_{K, K}(A)\right)=1$, and Birkhoff's Theorem follows from Proposition B.5. Henceforth we assume that $a, b, c, d>0$.

If $x, y \in \operatorname{int}(K)$ are not collinear, then $d_{K}(x, y)=\log \left|\frac{x_{1}}{x_{2}} / \frac{y_{1}}{y_{2}}\right|=|\log t-\log s| \neq 0$, with $t, s$ as above. This leads to

$$
\frac{d_{K}(A x, A y)}{d_{K}(x, y)}=\left|\frac{\log \varphi_{A}(t)-\log \varphi_{A}(s)}{\log t-\log s}\right| .
$$

By Cauchy's mean value theorem, there is some $\xi$ between $t$ and $s$ such that

$$
\begin{equation*}
\frac{d_{K}(A x, A y)}{d_{K}(x, y)}=\left|\frac{\left(\log \varphi_{A}\right)^{\prime}(\xi)}{(\log )^{\prime}(\xi)}\right|=\left|\frac{\operatorname{det}(A) \xi}{(a \xi+b)(c \xi+d)}\right| \equiv \mathrm{e}^{\psi(\xi)}|\operatorname{det}(A)| \tag{B.3}
\end{equation*}
$$

where $\psi(\xi):=\log \xi-\log (a \xi+b)-\log (c \xi+d)$. Note that $\xi \in(0, \infty)$.
The task now is to find the global maximum of $\mathrm{e}^{\psi(\xi)}|\operatorname{det}(A)|$ on $(0, \infty)$. Since $a, b, c, d \neq 0, \psi(\xi) \xrightarrow[\xi \rightarrow 0, \infty]{\longrightarrow}-\infty$.
So $\psi$ has a global maximum inside $(0, \infty)$. Since there is exactly one critical point, $\xi_{0}=\sqrt{(b d) /(a c)}, \psi(\xi)$ and $\mathrm{e}^{\psi(\xi)}|\operatorname{det}(A)|$ attain their global maximum at $\xi_{0}$. Substituting $\xi_{0}$ in (B.3), we find, after some algebraic work, that the global maximum of the RHS of (B.3) is $\theta(A):=\left|\frac{\sqrt{a d}-\sqrt{b c}}{\sqrt{a d}+\sqrt{b c}}\right|$. So

$$
d_{K}(A x, A y) \leq \theta(A) d_{K}(x, y) \text { for all } x, y \in \operatorname{int}(K)
$$

(B.2) and some elementary algebra shows that $\theta(A)=\tanh \left(\Delta_{K, K}(A) / 4\right)$, and Theorem B. 6 follows.

Proof for Maps Between General Two-Dimensional Spaces: Suppose $V_{1}, V_{2}$ are two-dimensional.
By finite dimensionality, the topological properties of $K_{i}$ do not change if we change the norm of $V_{i}$. We choose for $V_{i}$ norms coming from inner products. Euclidean geometry tells us that the intersection of $K_{i}$ with $S^{1}:=\{x \in V:\|x\|=1\}$ is a circle $\operatorname{arc} A_{i} \subset S^{1}$. Let $\partial A_{i}:=\left\{\xi_{i}, \eta_{i}\right\}$. If $\xi_{1}=\eta_{1}$ then $\operatorname{int}\left(K_{1}\right)=\varnothing$. If $\xi_{2}=\eta_{2}$ then $K_{2}$ is one-dimensional. In both cases, (B.1) holds in a trivial way.

Henceforth we assume that $\xi_{i} \neq \eta_{i}(i=1,2)$. Let

$$
P_{i}: V_{i} \rightarrow \mathbb{R}^{2}
$$

denote the linear map such that $P_{i}: \xi_{i} \mapsto\binom{1}{0}$ and $P_{i}: \eta_{i} \mapsto\binom{0}{1}$. Clearly $P_{i}\left(\operatorname{int}\left(K_{i}\right)\right)=\operatorname{int}(K)$, where $K$ is the positive quadrant in $\mathbb{R}^{2}$.

Denote the partial orders of $K$ and $K_{i}$ by $\leq$ and $\leq_{i}$. Then for all $x, y \in \operatorname{int}\left(K_{i}\right)$ and $m>0, x \leq_{i} m y \Leftrightarrow m y-x \in$ $K_{i} \Leftrightarrow m P_{i} y-P_{i} x \in K \Leftrightarrow P_{i} x \leq m P_{i} y$. It follows that $M(x \mid y)=M\left(P_{i} x \mid P_{i} y\right)$. Similarly, $m(x \mid y)=m\left(P_{i} x \mid P_{i} y\right)$, and we conclude that

$$
\begin{equation*}
d_{K_{i}}(x, y)=d_{K}\left(P_{i} x, P_{i} y\right) \text { for all } x, y \in \operatorname{int}\left(K_{i}\right) \tag{B.4}
\end{equation*}
$$

Let $A^{\prime}:=P_{2} A P_{1}^{-1}$, then $A^{\prime}$ is a linear map of $\mathbb{R}^{2}$ such that $A^{\prime}(\operatorname{int}(K)) \subset \operatorname{int}(K)$, and (B.4) implies that for all $x, y \in \operatorname{int}\left(K_{1}\right)$ we have $d_{K_{2}}(A x, A y)=d_{K}\left(P_{2} A x, P_{2} A y\right)=d_{K}\left(A^{\prime} P_{1} x, A^{\prime} P_{1} y\right)$. So

$$
\begin{aligned}
& d_{K_{2}}(A x, A y)=d_{K}\left(A^{\prime} P_{1} x, A^{\prime} P_{1} y\right) \leq \tanh \left(\Delta_{K, K}\left(A^{\prime}\right) / 4\right) d_{K}\left(P_{1} x, P_{1} y\right) \\
& =\tanh \left(\Delta_{K_{1}, K_{2}}(A) / 4\right) d_{K_{1}}(x, y)=\tanh \left(\Delta_{K_{1}, K_{2}}(A) / 4\right) d_{K_{1}}(x, y), \text { whence }(\text { B. } 1) .
\end{aligned}
$$

Proof of Theorem B.6 in the General Case: Suppose $K_{i}$ are cones in a general normed vector spaces $V_{i}$, and let $A: V_{1} \rightarrow V_{2}$ be a linear map such that $A\left(\operatorname{int}\left(K_{1}\right)\right) \subset \operatorname{int}\left(K_{2}\right)$. We estimate $d_{K_{2}}(A x, A y)$ for $x, y \in \operatorname{int}\left(K_{1}\right)$.

If $A x, A y$ are collinear, then $d_{K_{2}}(A x, A y)=0$. Henceforth, assume $A x, A y$ are not collinear. Necessarily, $x, y$ are not collinear.

Let $V_{1}^{\prime}:=\operatorname{span}\{x, y\}$ and $K_{1}^{\prime}:=K_{1} \cap V_{1}^{\prime}$. We claim that the interior of $K_{1}^{\prime}$ as a subset of $V_{1}^{\prime}$ is equal to $\operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime}$ :

- Suppose $z \in \operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime}$. Let $B_{1}$ denote the open unit ball with center zero in $V_{1}$. Then $z+\varepsilon B_{1} \subset K_{1}$ for some $\varepsilon>0$. Let $B_{1}^{\prime}$ denote the open unit ball with center zero in $V_{1}^{\prime}$. Clearly, $B_{1}^{\prime} \subset B_{1} \cap V_{1}^{\prime}$, so $z+\varepsilon B_{1}^{\prime} \subset\left(z+\varepsilon B_{1}\right) \cap V_{1}^{\prime} \subset K_{1} \cap V_{1}^{\prime}=K_{1}^{\prime}$. Since $z+\varepsilon B_{1}^{\prime}$ is a neighborhood of $z, z$ is in the interior of $K_{1}^{\prime}$ as a subset of $V_{1}^{\prime}$.
- Suppose $z$ is in the interior of $K_{1}^{\prime}$ as a subset of $V_{1}^{\prime}$. Since $x \in V_{1}^{\prime}, z-\alpha x \in K_{1}$ for some $\alpha>0$. Since $x \in \operatorname{int}\left(K_{1}\right), x+\varepsilon B_{1} \subset K_{1}$ for some $\varepsilon>0$. So $z+\alpha \varepsilon B_{1}=(z-\alpha x)+\alpha\left(x+\varepsilon B_{1}\right) \subset K_{1}+\alpha K_{1} \subset K_{1}$, whence $z \in \operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime}$.

Consequently, $x, y$ are in the interior of $K_{1}^{\prime}$ as a subset of $V_{1}^{\prime}$. As this interior is non-empty, $K_{1}^{\prime}$ is a cone in $V_{1}^{\prime}$.
Similarly, if $V_{2}^{\prime}:=\operatorname{span}\{A x, A y\}$ and $K_{2}^{\prime}:=K_{2} \cap V_{2}^{\prime}$, then the interior of $K_{2}^{\prime}$ as a subset of $V_{2}^{\prime}$ is equal to $\operatorname{int}\left(K_{2}\right) \cap V_{2}^{\prime}$, which contains $A x, A y$. So $K_{2}^{\prime}$ is a cone in $V_{2}^{\prime}$.

Next we claim that $d_{K_{i}^{\prime}}=d_{K_{i}}$ on $\operatorname{int}\left(K_{i}\right) \cap V_{i}^{\prime}(i=1,2)$. This is because if $x^{\prime}, y^{\prime} \in K_{i}^{\prime}$, then the condition $m y^{\prime} \leq x^{\prime} \leq M y^{\prime}$ only involves the vectors $x^{\prime}-m y^{\prime}, M y^{\prime}-x^{\prime}(m, M>0)$ which all lie in $K_{i}^{\prime}$.

Clearly, $A\left(\operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime}\right) \subset \operatorname{int}\left(K_{2}\right) \cap V_{2}^{\prime}$, therefore $A: V_{1}^{\prime} \rightarrow V_{2}^{\prime}$ is positive with respect to $K_{1}^{\prime}, K_{2}^{\prime}$. As $V_{1}^{\prime}, V_{2}^{\prime}$ are two-dimensional, $A: V_{1}^{\prime} \rightarrow V_{2}^{\prime}$ satisfies (B.1), and

$$
\begin{aligned}
& d_{K_{2}}(A x, A y)=d_{K_{2}^{\prime}}(A x, A y) \leq \tanh \left(\frac{1}{4} \Delta_{K_{1}^{\prime}, K_{2}^{\prime}}(A)\right) d_{K_{1}^{\prime}}(x, y) \\
& =\tanh \left(\frac{1}{4} \Delta_{K_{1}^{\prime}, K_{2}^{\prime}}(A)\right) d_{K_{1}}(x, y) .
\end{aligned}
$$

We claim that $\Delta_{K_{1}^{\prime}, K_{2}^{\prime}}(A) \leq \Delta_{K_{1}, K_{2}}(A)$ :

$$
\begin{aligned}
& \Delta_{K_{1}^{\prime}, K_{2}^{\prime}}(A)=\sup \left\{d_{K_{2}^{\prime}}\left(A x^{\prime}, A y^{\prime}\right): x^{\prime}, y^{\prime} \in \operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime}\right\}, \because \operatorname{int}\left(K_{1}^{\prime}\right)=\operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime} \\
& \stackrel{!}{=} \sup \left\{d_{K_{2}}\left(A x^{\prime}, A y^{\prime}\right): x^{\prime}, y^{\prime} \in \operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime}\right\} \leq \Delta_{K_{1}, K_{2}}(A),
\end{aligned}
$$

because $A\left(\operatorname{int}\left(K_{1}\right) \cap V_{1}^{\prime}\right) \subset \operatorname{int}\left(K_{2}\right) \cap V_{2}^{\prime}$ and $d_{K_{2}^{\prime}}=d_{K_{2}}$ on $\operatorname{int}\left(K_{2}\right) \cap V_{2}^{\prime}$.
It follows that $d_{K_{2}}(A x, A y) \leq \tanh \left(\frac{1}{4} \Delta_{K_{1}, K_{2}}(A)\right) d_{K_{1}}(x, y)$.

## B. 3 Notes and References

Hilbert's projective metric was introduced by David Hilbert in [100]. Theorems B. 5 and B. 6 and the proofs given here are due to Garrett Birkhoff [13]. For other nice proofs, see [22] and references therein. Rugh [173] extended Hilbert's projective metric to complex cones.

## Appendix C

## Perturbations of Operators with Spectral Gap

## C. 1 The Perturbation Theorem

Let $\mathfrak{X}$ be a Banach space over $\mathbb{C}$, and suppose $\mathcal{L}_{0}: \mathfrak{X} \rightarrow \mathfrak{X}$ is a bounded linear operator. Recall that we say that $\mathcal{L}_{0}$ has spectral gap, with simple leading eigenvalue $\lambda_{0}$ and associated eigenprojection $\boldsymbol{P}_{\mathbf{0}}$, when

$$
\mathcal{L}_{0}=\lambda_{0} P_{0}+N_{0}
$$

where $\lambda_{0} \in \mathbb{C}$, and $P_{0}, N_{0}$ are bounded linear operators with the following properties:
(1) $\mathcal{L}_{0} P_{0}=P_{0} \mathcal{L}_{0}=\lambda_{0} P_{0}$; (2) $P_{0}^{2}=P_{0}$, and $\operatorname{dim}\left\{P_{0} u: u \in \mathfrak{X}\right\}=1$;
(3) $P_{0} N_{0}=N_{0} P_{0}=0$, and $\rho\left(N_{0}\right)<\left|\lambda_{0}\right|$, where $\rho\left(N_{0}\right):=\lim _{n \rightarrow \infty} \sqrt[n]{\left\|N_{0}^{n}\right\|}$, the spectral radius of $N_{0}$. (Necessarily, $\lambda_{0} \neq 0$.)

By Lemma 8.16, in this case the spectrum of $\mathcal{L}_{0}$ consists of a simple eigenvalue $\lambda_{0}$, and a compact subset of some disk centered at zero with radius $r<\left|\lambda_{0}\right|$.

The purpose of this appendix is to prove the following result, from Chapter 8:
Theorem C. 1 (Perturbation Theorem) Fix $r \geq 1$ and $a>0$. Suppose $\mathcal{L}_{t}: \mathfrak{X} \rightarrow \mathfrak{X}$ is a bounded linear operator for each $|t|<a$, and $t \mapsto \mathcal{L}_{t}$ is $C^{r}$-smooth. If $\mathcal{L}_{0}$ has spectral gap with simple leading eigenvalue $\lambda_{0}$ and eigenprojection $P_{0}$, then there exists a number $0<\kappa<a$ such that:
(1) For each $|t|<\kappa, \mathcal{L}_{t}$ has spectral gap with simple leading eigenvalue $\lambda_{t}$, and associated eigenprojection $P_{t}$;
(2) $t \mapsto \lambda_{t}$ and $t \mapsto P_{t}$ are $C^{r}$-smooth on ( $-\kappa, \kappa$ );
(3) There exists $\gamma>0$ such that $\rho\left(\mathcal{L}_{t}-\lambda_{t} P_{t}\right)<\left|\lambda_{t}\right|-\gamma$ for all $|t|<\kappa$.

## C. 2 Some Facts from Analysis

Let $\mathfrak{X}^{*}$ denote the dual of $\mathfrak{X}$. Every bounded linear operator $A: \mathfrak{X} \rightarrow \mathfrak{X}$ determines a bounded linear operator $A^{*}$ on $\mathfrak{X}^{*}$ via $\left(A^{*} \varphi\right)(x)=\varphi(A x)$. It holds that $\left\|A^{*}\right\|=\|A\|$. Recall the definition of $C^{r}$-smoothness from §8.4.

Lemma C. 2 Suppose that for each $|t|<a$ we have a scalar $c(t) \in \mathbb{C}$, a vector $h_{t} \in \mathfrak{X}$, a bounded linear functional $\varphi_{t} \in \mathfrak{X}^{*}$, and bounded linear operators $A_{t}, B_{t}: \mathfrak{X} \rightarrow \mathfrak{X}$. If $t \mapsto c(t), h_{t}, \varphi_{t}, A_{t}, B_{t}$ are $C^{r}$-smooth on $(-a, a)$, then the following objects are $C^{r}$-smooth on $(-a, a)$ :
(1) $A_{t}^{*}, c(t) A_{t}, A_{t}+B_{t}, A_{t} B_{t}$; (2) the operator $\varphi_{t}(\cdot) h_{t}$; (3) the scalar $\varphi_{t}\left(A_{t} h_{t}\right)$.

Proof We prove (1) and leave (2) and (3) to the reader.
Suppose $r=1$. Since $A_{t}$ is $C^{1}, A_{t+\theta} x=A_{t} x+\theta A_{t}^{\prime} x+\varepsilon_{\theta}(x)$ where $\left\|\varepsilon_{\theta}(x)\right\|=o(|\theta|)\|x\|$. So for every $\varphi \in \mathfrak{X}^{*}$,

$$
\begin{aligned}
& \left(\left(A_{t+\theta}^{*}-A_{t}^{*}\right) \varphi\right)(x)=\varphi\left[A_{t+\theta} x-A_{t} x\right]=\varphi\left[A_{t} x+\theta A_{t}^{\prime} x+\varepsilon_{\theta}(x)-A_{t} x\right] \\
& =\theta\left(A_{t}^{\prime *} \varphi\right)(x)+o(|\theta|)\|x\|\|\varphi\| .
\end{aligned}
$$

So $\left\|\frac{A_{t+\theta}^{*}-A_{t}^{*}}{\theta}-\left(A_{t}^{\prime}\right)^{*}\right\| \underset{\theta \rightarrow 0}{ } 0$, and $A_{t}^{*}$ is differentiable, with derivative $\left(A_{t}^{\prime}\right)^{*}$. Next $\left\|\left(A_{t+\theta}^{\prime}\right)^{*}-\left(A_{t}^{\prime}\right)^{*}\right\|=$ $\left\|A_{t+\theta}^{\prime}-A_{t}^{\prime}\right\| \xrightarrow[\theta \rightarrow 0]{ } 0$, because $A_{t}$ is $C^{1}$. This proves that $A_{t}^{*}$ is $C^{1}$ with derivative $\left(A_{t}^{\prime}\right)^{*}$.

Similarly, one shows that $A_{t}+B_{t}, c(t) A_{t}$ and $A_{t} B_{t}$ are $C^{1}$ with derivatives $A_{t}^{\prime}+B_{t}^{\prime}, c^{\prime}(t) A_{t}+c(t) A_{t}^{\prime}$, and $A_{t}^{\prime} B_{t}+A_{t} B_{t}^{\prime}$ (the operators need not commute, and the order matters). Part (1) follows, in case $r=1$. For higher $r$, we argue by induction.

Lemma C. 3 If $\rho(L)<|\lambda|$, then $\lambda^{-1} L-I$ has a bounded inverse. ( $I:=$ identity.)
Proof Let $A:=-\sum_{n \geq 0} \lambda^{-n} L^{n}$. The sum converges in norm because $\rho\left(\lambda^{-1} L\right)<1$, and a straightforward calculation shows that $A\left(\lambda^{-1} L-I\right)=\left(\lambda^{-1} L-I\right) A=I$.

Theorem C. 4 (Implicit Function Theorem) Suppose $\mathfrak{X}, \mathfrak{Y}, \mathfrak{Z}$ are Banach spaces, $A \subset \mathfrak{X} \times \mathfrak{Y}$ is open, and $F: A \rightarrow 3$ is $C^{1}$. Suppose $\left(x_{0}, y_{0}\right) \in A$ is a point where
(1) $F\left(x_{0}, y_{0}\right)=0$, and
(2) $\left.\left(\partial_{y} F\right)\left(x_{0}, y_{0}\right): \mathfrak{Y}\right) \rightarrow \mathcal{3}$, the partial derivative of $F$ with respect to the second variable at $\left(x_{0}, y_{0}\right)$, is an invertible bounded operator with a bounded inverse.
Then there exists an open neighborhood $U \subset \mathfrak{X}$ of $x_{0}$ and a unique $C^{1}$ map $u: U \rightarrow \mathfrak{Y}$ such that $(x, u(x)) \in A$ for all $x \in U, u\left(x_{0}\right)=y_{0}$, and $F(x, u(x))=0$. If $F$ is $C^{r}$-smooth on $A$, then $u$ is $C^{r}$-smooth on $U$.

The proof is a fixed-point argument, see [49, Ch. 10].

## C. 3 Proof of the Perturbation Theorem

Since $\operatorname{dim}\left\{P_{0} u: u \in \mathfrak{X}\right\}=1, P_{0}$ must take the form $P_{0} u=\varphi_{0}(u) h_{0}$, where $\varphi_{0} \in \mathfrak{X}^{*}, h_{0}$ is a non-zero vector in $\mathfrak{X}$, and $\varphi_{0}\left(h_{0}\right)=1$. Since $\mathcal{L}_{0} P_{0}=P_{0} \mathcal{L}_{0}=\lambda_{0} P_{0}$,

$$
\mathcal{L}_{0} h_{0}=\lambda_{0} h_{0} \quad \text { and } \quad \mathcal{L}_{0}^{*} \varphi_{0}=\lambda_{0} \varphi_{0}
$$

To prove the perturbation theorem, we will construct for small $|t|$ a scalar $\lambda_{t} \in \mathbb{C}$, a bounded linear functional $\varphi_{t} \in \mathfrak{X}^{*}$ and a vector $h_{t} \in \mathfrak{X}$, all depending $C^{r}$-smoothly on $t$, such that

$$
\begin{equation*}
\mathcal{L}_{t} h_{t}=\lambda h_{t}, \quad \mathcal{L}_{t}^{*} \varphi_{t}=\lambda_{t} \varphi_{t}, \quad \varphi_{t}\left(h_{t}\right)=1 . \tag{C.1}
\end{equation*}
$$

Then we will show that $\mathcal{L}_{t}$ has spectral gap with simple leading eigenvalue $\lambda_{t}$, and eigenprojection $P_{t} u:=$ $\varphi_{t}(u) h_{t}$.
Construction of $\boldsymbol{h}_{\boldsymbol{t}}$ and $\lambda_{\boldsymbol{t}}$ : Let $\mathfrak{X}_{0}:=\operatorname{ker}\left(P_{0}\right)=\operatorname{ker}\left(\varphi_{0}\right)$. This is a Banach space.
Choose $0<\varepsilon_{0}, \kappa_{1}<a$ so small, that for all $|t|<\kappa_{1},\left|\varphi_{0}\left(\mathcal{L}_{t} h_{0}\right)\right|>\varepsilon_{0}$. This is possible, because $t \mapsto \mathcal{L}_{t}$ is continuous, and $\left|\varphi_{0}\left(\mathcal{L}_{0} h_{0}\right)\right|=\left|\lambda_{0}\right|>0$.

It follows that for some $\varepsilon_{1}>0$,

$$
\varphi_{0}\left(\mathcal{L}_{t}\left(h_{0}+w\right)\right) \neq 0, \text { whenever }|t|<\kappa_{1},\|w\|<\varepsilon_{1} .
$$

Let $B_{1}:=\left\{w \in \mathfrak{X}_{0}:\|w\|<\varepsilon_{1}\right\}$, and define

$$
F(t, w)=\frac{\mathcal{L}_{t}\left(h_{0}+w\right)}{\varphi_{0}\left[\mathcal{L}_{t}\left(h_{0}+w\right)\right]}-\left(h_{0}+w\right)
$$

$F$ is $C^{r}$ on $\left(-\kappa_{1}, \kappa_{1}\right) \times B_{1}$ by Lemma C.2, and $F(0,0)=\frac{\lambda_{0} h_{0}}{\lambda_{0}}-h_{0}=0$.
We claim that $\left(\partial_{w} F\right)(0,0): \mathfrak{X}_{0} \rightarrow \mathfrak{X}_{0}$ is bounded, invertible, and has bounded inverse. Here is the proof. For every $w \in \mathfrak{X}_{0}$,

$$
\varphi_{0}\left(\mathcal{L}_{0}\left(h_{0}+w\right)\right)=\left(\mathcal{L}_{0}^{*} \varphi_{0}\right)\left(h_{0}+w\right)=\lambda_{0} \varphi_{0}\left(h_{0}+w\right)=\lambda_{0},
$$

because $\mathfrak{X}_{0}=\operatorname{ker}\left(\varphi_{0}\right)$. Therefore

$$
\begin{aligned}
& F(0, w)-F(0,0)=\frac{\mathcal{L}_{0}\left(h_{0}+w\right)}{\left.\varphi_{0}\left(\mathcal{L}_{0}\left(h_{0}+w\right)\right)\right)}-\left(h_{0}+w\right)=\frac{\lambda_{0} h_{0}+\mathcal{L}_{0} w}{\lambda_{0}}-\left(h_{0}+w\right) \\
& =\lambda_{0}^{-1} \mathcal{L}_{0} w-w .
\end{aligned}
$$

Therefore $\left(\partial_{w} F\right)(0,0)=\left(\lambda_{0}^{-1} \mathcal{L}_{0}-I\right) \mid \mathfrak{x}_{0}$. Since $P_{0}$ vanishes on $\mathfrak{X}_{0}$,

$$
\rho\left(\mathcal{L}_{0} \mid \mathfrak{x}_{0}\right)=\rho\left(\left.\mathcal{L}_{0}\left(I-P_{0}\right)\right|_{x_{0}}\right)=\rho\left(N_{0} \mid \mathfrak{x}_{0}\right) \leq \rho\left(N_{0}\right)<\left|\lambda_{0}\right| .
$$

By Lemma C.3, $\left.\left(\lambda_{0}^{-1} \mathcal{L}_{0}-I\right)\right|_{x_{0}}$ has a bounded inverse.
By the inverse function theorem, there is $0<\kappa_{2}<\kappa_{1}$ and a $C^{r}$ map $t \mapsto w_{t} \in \mathfrak{X}_{0}$ on $\left(-\kappa_{2}, \kappa_{2}\right)$ such that $F\left(t, w_{t}\right)=0$.

Equivalently, $\mathcal{L}_{t}\left(h_{0}+w_{t}\right)=\varphi_{0}\left(\mathcal{L}_{t}\left(h_{0}+w_{t}\right)\right)\left(h_{0}+w_{t}\right)$. Therefore

$$
\mathcal{L}_{t} h_{t}=\lambda_{t} h_{t}
$$

where $h_{t}:=h_{0}+w_{t}, \lambda_{t}:=\varphi_{0}\left(\mathcal{L}_{t}\left(h_{0}+w_{t}\right)\right)$. Since $w_{t} \in \mathfrak{X}_{0}, \quad \varphi_{0}\left(h_{t}\right)=\varphi\left(h_{0}\right)=1$.
By Lemma C.2, $t \mapsto \lambda_{t}, h_{t}$ are $C^{r}$-smooth on ( $-\kappa_{2}, \kappa_{2}$ ). By further decreasing $\kappa_{2}$, if necessary, we can guarantee that $\lambda_{t}$ is close enough to $\lambda_{0}$ to be non-zero.

Construction of $\varphi_{t}:$ Let $\mathfrak{X}_{0}^{*}:=\left\{\varphi \in \mathfrak{X}^{*}: \varphi\left(h_{0}\right)=0\right\}$. This is a Banach space. Let

$$
\pi: \mathfrak{X}^{*} \rightarrow \mathfrak{X}_{0}^{*}, \pi(\varphi):=\varphi-\varphi\left(h_{0}\right) \varphi_{0} .
$$

Note that $\left.\pi\right|_{\mathfrak{X}_{0}^{*}}=I^{*}\left(\right.$ the identity on $\left.\mathfrak{X}_{0}^{*}\right)$, and $\pi\left(\mathfrak{X}^{*}\right)=\mathfrak{X}_{0}^{*}$, because

$$
\pi(\varphi)\left(h_{0}\right)=\varphi\left(h_{0}\right)-\varphi\left(h_{0}\right) \varphi_{0}\left(h_{0}\right)=0
$$

Define $G:\left(-\kappa_{1}, \kappa_{1}\right) \times \mathfrak{X}_{0}^{*} \rightarrow \mathfrak{X}_{0}^{*}$ by

$$
G(t, \varphi):=\pi\left[\mathcal{L}_{t}^{*}\left(\varphi_{0}+\varphi\right)-\lambda_{t}\left(\varphi_{0}+\varphi\right)\right] \stackrel{!}{=} \pi\left[\mathcal{L}_{t}^{*}\left(\varphi_{0}+\varphi\right)\right]-\lambda_{t} \varphi, \quad \because \pi\left(\varphi_{0}\right)=0 .
$$

$G$ is $C^{r}$ on its domain, and $G(0,0)=0$. Since $G$ is affine in its second coordinate,

$$
\left(\partial_{\varphi} G\right)(0,0)=\left.\pi \circ\left(\mathcal{L}_{0}^{*}-\lambda_{0} I^{*}\right)\right|_{\mathfrak{x}_{0}^{*}}=\left.\left.\left(\pi \mathcal{L}_{0}^{*}-\lambda_{0} I^{*}\right)\right|_{\mathfrak{x}_{0}^{*}} \stackrel{!}{=}\left(\mathcal{L}_{0}^{*}-\lambda_{0} I^{*}\right)\right|_{\mathfrak{x}_{0}^{*}} .
$$

To see the marked identity, note that if $\varphi \in \mathfrak{X}_{0}^{*}$, then $\mathcal{L}_{0}^{*} \varphi \in \mathfrak{X}_{0}^{*}$, because $\mathcal{L}_{0} h_{0}=\lambda_{0} h_{0}$, and therefore $\pi\left[\mathcal{L}_{0}^{*} \varphi\right]=$ $\mathcal{L}_{0}^{*} \varphi$ on $\mathfrak{X}_{0}^{*}$.

Clearly, $\left.\left(\mathcal{L}_{0}^{*}-\lambda_{0} I^{*}\right)\right|_{\mathfrak{X}_{0}^{*}}$ is bounded. It has a bounded inverse on $\mathfrak{X}_{0}^{*}$, because $P_{0}^{*} \mid \mathfrak{X}_{0}^{*}=0$, and therefore

$$
\rho\left(\mathcal{L}_{0}^{*} \mid \mathfrak{x}_{0}^{*}\right)=\rho\left(\mathcal{L}_{0}^{*}-\lambda_{0} P_{0}^{*} \mid \mathfrak{x}_{0}^{*}\right)=\rho\left(N_{0}^{*} \mid \mathfrak{x}_{0}^{*}\right) \leq \rho\left(N_{0}^{*}\right)=\rho\left(N_{0}\right)<\left|\lambda_{0}\right|
$$

We can now apply the inverse function theorem, and construct $0<\kappa_{3}<\kappa_{2}$ and a $C^{r}$-smooth function $t \mapsto \psi_{t}$ on $\left(-\kappa_{3}, \kappa_{3}\right)$ so that $G\left(t, \psi_{t}\right)=0$. Equivalently,

$$
\begin{equation*}
\mathcal{L}_{t}^{*}\left(\varphi_{0}+\psi_{t}\right)-\lambda_{t}\left(\varphi_{0}+\psi_{t}\right)=\left[\mathcal{L}_{t}^{*}\left(\varphi_{0}+\psi_{t}\right)-\lambda_{t}\left(\varphi_{0}+\psi_{t}\right)\right]\left(h_{0}\right) \cdot \varphi_{0} \tag{C.2}
\end{equation*}
$$

Evaluating the two sides of (C.2) at $h_{t}$, we obtain

$$
\begin{equation*}
0=\left[\mathcal{L}_{t}^{*}\left(\varphi_{0}+\psi_{t}\right)-\lambda_{t}\left(\varphi_{0}+\psi_{t}\right)\right]\left(h_{t}\right)=\left[\mathcal{L}_{t}^{*}\left(\varphi_{0}+\psi_{t}\right)-\lambda_{t}\left(\varphi_{0}+\psi_{t}\right)\right]\left(h_{0}\right) \tag{C.3}
\end{equation*}
$$

(The left-hand side of (C.2) vanishes because $\mathcal{L}_{t} h_{t}=\lambda_{t} h_{t}$, the right-hand side of (C.3) reduces to the right-hand of (C.2) because $\varphi_{0}\left(h_{t}\right)=1$ ). Thus the right-hand-side of (C.2) vanishes. It follows that the left-hand-side (C.2) vanishes, and

$$
\mathcal{L}_{t}^{*}\left(\varphi_{0}+\psi_{t}\right)=\lambda_{t}\left(\varphi_{0}+\psi_{t}\right) .
$$

Since $t \mapsto\left(\varphi_{0}+\psi_{t}\right)\left(h_{t}\right)$ is smooth, and $\left(\varphi_{0}+\psi_{0}\right)\left(h_{0}\right)=\varphi_{0}\left(h_{0}\right)=1$, there is $0<\kappa_{4}<\kappa_{3}$ such that $\left(\varphi_{0}+\psi_{t}\right)\left(h_{t}\right) \neq 0$ for $|t|<\kappa_{4}$. Now take

$$
\varphi_{t}:=\frac{\varphi_{0}+\psi_{t}}{\left(\varphi_{0}+\psi_{t}\right)\left(h_{t}\right)}
$$

Completion of the Proof Define the operators $P_{t} u:=\varphi_{t}(u) h_{t}$ and $N_{t}:=\mathcal{L}_{t}-\lambda_{t} P_{t}$. Then it is straightforward to verify, using (C.1), that

$$
P_{t}^{2}=P_{t}, P_{t} \mathcal{L}_{t}=\mathcal{L}_{t} P_{t}=\lambda_{t} P_{t}, P_{t} N_{t}=N_{t} P_{t}=0
$$

Clearly, $\operatorname{dim}\left\{P_{t} u: u \in \mathfrak{X}\right\}=\operatorname{Span}\left\{h_{t}\right\}=1$, and by Lemma C.2, $t \mapsto P_{t}$ is $C^{r}$-smooth on $\left(-\kappa_{4}, \kappa_{4}\right)$.
We claim that there is $0<\kappa_{5}<\kappa_{4}$ such that

$$
\sup _{|t|<\kappa_{5}} \rho\left(N_{t}\right)<\inf _{|t|<\kappa_{4}}\left|\lambda_{t}\right| .
$$

By assumption $\rho\left(N_{0}\right)<\left|\lambda_{0}\right|$, therefore there exists some $n_{0}$ such that $\left\|N_{0}^{n_{0}}\right\|<\left|\lambda_{0}\right|^{n_{0}}$. Choose some $\gamma>0$ such that

$$
\left\|N_{0}^{n_{0}}\right\| \leq(1-2 \gamma)^{n_{0}}\left|\lambda_{0}\right|^{n_{0}}
$$

Since $t \mapsto P_{t}$ and $t \mapsto \mathcal{L}_{t}$ are continuous at $t=0, t \mapsto\left\|N_{t}^{n_{0}}\right\|$ is continuous at $t=0$. Therefore there exists $0<\kappa_{5}<\kappa_{4}$ such that

$$
\left\|N_{t}^{n_{0}}\right\| \leq(1-\gamma)^{n_{0}}\left|\lambda_{t}\right|^{n_{0}} \text { for all }|t|<\kappa_{5} .
$$

Necessarily, $\rho\left(N_{t}\right) \leq(1-\gamma)\left|\lambda_{t}\right|$ for $|t|<\kappa_{5}$.

## C. 4 Notes and References

For a comprehensive account of the theory of perturbations of linear operators on Banach spaces, see [105]. The proof we gave here is taken from [98, §XIV.2].

Suppose $\mathcal{L}_{t}$ is a smooth perturbation of an operator $\mathcal{L}_{0}$ with spectral gap. The perturbation theorem provides smooth solutions to

$$
\mathcal{L}_{t} h_{t}=\lambda_{t} h_{t} .
$$

In §7.3.2 we considered a similar eigenvector problem, but in the inhomogeneous setup. There the unperturbed operators are

$$
\mathcal{L}_{n}: L^{\infty}\left(\Im_{n+1}\right) \rightarrow L^{\infty}\left(\Im_{n}\right),\left(\mathcal{L}_{n} \varphi\right)(x)=\mathbb{E}\left(\varphi\left(X_{n+1}\right) \mid X_{n}=x\right)
$$

the perturbations are $\left(\mathcal{L}_{n}^{t} \varphi\right)(x)=\mathbb{E}\left(\mathrm{e}^{t f_{n+1}\left(X_{n}, X_{n+1}\right)} \varphi\left(X_{n+1}\right) \mid X_{n}=x\right)$, and the eigenvector problem is to find smooth families of $h_{n}^{t}$ and $\lambda_{n}^{t}$ such that $\mathcal{L}_{n+1}^{t} h_{n+1}^{t}=\lambda_{n} h_{n}^{t}$.

In §7.3.2 we solved the problem, using the contraction properties of linear maps mapping cones into other cones. It is also possible to solve the problem using "inhomogeneous versions" of the perturbation theorem.

Suppose first that $f_{n}$ are uniformly bounded. Hafouta and Kifer ([93]) proved the sequential complex RuellePerron Frobenius Theorem ${ }^{1}$, which provides holomorphic solutions of $\mathcal{L}_{t} h_{t}=\lambda_{t} h_{t}$, for $t$ in a small complex neighborhood of $t=0$. By contrast, the methods of $\S 7.3 .2$ rely on the positivity of the function $\mathrm{e}^{t f_{n}}$ in a crucial way, and are therefore limited to real $t$. To deal with complex $t$, Hafouta and Kifer use a highly non-trivial extension of Hilbert projective metric to complex cones, due to Rugh [173] and Dubois [67].

Yeor Hafouta informed us of a different proof of the complex Ruelle-Perron Frobenius Theorem, based on the approach of [98], which also covers unbounded $f_{n}$ with finite $L^{2}$ norm.

The analyticity of complex perturbations opens the way to employing perturbative calculations similar to those done in Lemma 7.17 and Proposition 8.21, but for complex $t$ and inhomogeneous (X, f). For applications to Edgeworth expansions and Berry-Esseen estimates for inhomogeneous Markov chains, see [59] and the notes to Chapters 6 and 8. (The homogenous setup can be analyzed using the spectral theorem, see [26, 73, 74, 85, 98, 99].)
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## Index

Aaronson's theorem, 251
additive functional, 17
a.s. uniformly bounded, 18
asymptotically negligible, 235
center-tight, 43
equicontinuous, 236
gradient, 44
homogeneous, 210
of a Markov array, 17
of a Markov chain, 17
one-step, 218
reducible and irreducible, 76
summable variance, 44
unbounded, 218
admissible sequences, 193
algebraic range, 75,81
arrays, 77
Markov chains, 75
almost sure invariance principle, 46, 68, 74
annealed, 244, 248
anti-concentration inequality, 125,149
arcsine law, 251
ASIP, 68
asymptotic mean, 249, 250
asymptotic variance, $212,219,249,251$
asymptotically homogeneous Markov chain, 230
asymptotically negligible functionals, 235
background measures, 18
balance, 30
Bernoulli noise process, 245
Berry-Esseen estimates, 155
Birkhoff's theorem, 281
bridge distribution, 26, 27
Brownian motion, 68
$\mathrm{C}^{r}$ smoothness, 223
center-tightness, 43
and the co-range, 77
characterization, 45
obstruction to the LLT, 43
central limit theorem, 46
for homogeneous Markov chains, 212
for inhomogeneous arrays, 46
for martingales, 54
change of measure, $17,80,196,276$
and large deviations, 165
characteristic function, 102
conditional, 105
circular mean, 83
circular variance, 83
CLT, 46
co-range, 77, 255
coboundary, 44, 73, 98
cocycle, 73
cohomologous, 248
comparable (with respect to a cone), 279
cone, 279
contraction coefficient, 21
convergence of moments, 46
convex functions, 274
continuity of the derivative, 273
derivatives of, 267
derivatives of Legendre transforms, 186
differentiability, 274
Legendre transform, 186, 188, 267
limits of, 266, 267
one-sided derivatives, 266
cylinders, 214, 245
decay of correlations, 25
Dirac measure, 16
Dobrushin's CLT, 46
Dolgopyat theorem, 206
Doob's maximal inequality, 69
Edgeworth expansions, 242, 290
eigenprojections, 222
eigenvalue, 221
ellipticity condition, 19
ellipticity constant, 18
equicontinuous additive functional, 236
ergodic, 243
ergodic sums, 73
essential range, 77,255
exponential mixing, 25
Fourier transform, 149
fundamental solution, 166
Gärtner-Ellis theorem, 273
gradient, 44, 210
gradient lemma, 47
graininess constant, 124
Green-Kubo formula, 213, 219
hereditary, 78
hexagon, 28
admissible, 28
balance, 30
measure, 28
hexagon space, 28
Hilbert's projective metric, 279
contraction properties, 167
definition, 166
homogeneous additive functional, 210
homogeneous Markov chain, 14, 210
hyperbolic tangent, 281
independent $\sigma$-algebras, 37
infinite ergodic theory, 251
inhomogeneous Markov chain, 14
initial distribution, 13, 16
irreducibility, 76, 77, 259
ladder process, 33
large deviations regime, 157
full, partial, 193, 199
lattice case, 75
law of the iterated logarithm, 46, 68, 74
Legendre transform, 160, 188
convergence, 267
definition, 186
derivatives, 186
differentiability, 274
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vague convergence, 111
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[^0]:    ${ }^{1}$ We cannot reduce the case $f_{n}\left(X_{n}, X_{n+1}\right)$ to the case $f_{n}\left(Y_{n}\right)$ by working with the Markov chain $Y_{n}=\left(X_{n}, X_{n+1}\right)$ because $\left\{Y_{n}\right\}$ will no longer satisfy some of our standing assumptions, specifically the uniform ellipticity condition (see Chapter 2).

[^1]:    ${ }^{2} \sin t \geq t /(\pi / 2)$ by convexity. The inequality $\sin t \leq t$ follows by integrating the inequality $\cos s \leq 1$ between 0 and $t$.

[^2]:    ${ }^{1}$ In the ergodic theoretic literature, $f$ is called a coboundary and a is called a transfer function.

[^3]:    ${ }^{2}$ Not necessarily a martingale difference array or a Markov array.

[^4]:    ${ }^{3}$ Indeed, we will soon see that $\sum_{n=0}^{N} \Delta_{n}$ is a martingale (Claim 1); and $Z_{N} \equiv Z_{N}-Z_{-1}=\sum_{n=0}^{N}\left(Z_{n}-Z_{n-1}\right)$, a sum of "coboundaries"
    $Z_{n}-Z_{n-1}$ which tend to zero. (See Footnote 1 on page 31) $Z_{n}-Z_{n-1}$ which tend to zero. (See Footnote 1 on page 31 .)

[^5]:    ${ }^{1}$ Proof of (4.5): $y=\sin \frac{x}{2}$ is concave on $[0, \pi]$, so its graph lies above the chord $y=\frac{x}{\pi}$ and below the tangent $y=\frac{x}{2}$. So $\frac{x}{\pi} \leq \sin \frac{x}{2} \leq \frac{x}{2}$ on $[0, \pi]$. Since $\left|\mathrm{e}^{\mathrm{i} x}-1\right|^{2}=4 \sin ^{2} \frac{x}{2}$, we have (4.5).

[^6]:    ${ }^{1}$ We note for future reference that this proof works for all $\phi$ such that $\widehat{\phi}$ is bounded, continuous at zero, and has compact support, including $\phi(u)=\frac{\sin (\pi u)}{\pi u}$ (whose Fourier transform is proportional to $1_{[-\pi, \pi]}$ ), which does not belong to $L^{1}$.

[^7]:    ${ }^{1}$ In particular, the theorem applies to all a.s. uniformly bounded additive functionals on uniformly elliptic Markov chains, assuming only that $V_{N} \rightarrow \infty$.

[^8]:    ${ }^{2}$ To find such a function take a large $L$ and define $\bar{\phi}$ by the condition that the Fourier transforms of $\phi$ and $\bar{\phi}$ are related by $\widehat{\bar{\phi}}(\xi)=\widehat{\phi}(\xi) \chi_{L}(\xi)$ where $\chi_{L}$ is smooth, $\chi_{L}(\xi)=1$ on $-[L, L], 0 \leq \chi_{L}(\xi) \leq 1$ for $|\xi| \in[L, L+1]$, and $\chi_{L}(\xi)=0$ for $\xi \notin[-(L+1), L+1]$. To verify (6.53) we use the Fourier inversion formula, and the obvious inequality $|\widehat{\psi}(\xi)| \leq \frac{1}{\xi^{2}} \int\left|\psi^{\prime \prime}(x)\right| \mathrm{d} x$.

[^9]:    ${ }^{1}$ MCRE should not be confused with "random walks in random environment." In the RWRE model, the transition kernel at time $n$ depends on a random "environment" $Y_{0}$ independent of $n$, and on the position of the random walk at time $n$, i.e. $\pi_{n, n+1}(x, \mathrm{~d} y)=$ $\pi\left(Y_{0}, S_{n}, x, \mathrm{~d} y\right)$.
    ${ }^{2}$ The invertibility assumption can be removed by replacing a non-invertible map by its natural extension, see [33, Ch. 10].

[^10]:    ${ }^{3}$ But $\pi(\omega, x, \mathrm{~d} y)$ need not have global support, because $p(\omega, x, y)$ is allowed to vanish.

[^11]:    ${ }^{1}$ For the non-sequential case, see [161].

