A PDE APPROACH TO SPACE-TIME FRACTIONAL PARABOLIC PROBLEMS
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Abstract. We study solution techniques for parabolic equations with fractional diffusion and Caputo fractional time derivative, the latter being discretized and analyzed in a general Hilbert space setting. The spatial fractional diffusion is realized as the Dirichlet-to-Neumann map for a nonuniformly elliptic problem posed on a semi-infinite cylinder in one more spatial dimension. We write our evolution problem as a quasi-stationary elliptic problem with a dynamic boundary condition. We propose and analyze an implicit fully-discrete scheme: first-degree tensor product finite elements in space and an implicit finite difference discretization in time. We prove stability and error estimates for this scheme.
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1. Introduction. We are interested in the numerical approximation of an initial boundary value problem for a space-time fractional parabolic equation. Let \( \Omega \) be an open and bounded subset of \( \mathbb{R}^n \) \((n \geq 1)\), with boundary \( \partial \Omega \). Given \( s \in (0, 1) \), \( \gamma \in (0, 1] \), a forcing function \( f \), and an initial datum \( u_0 \), we seek \( u \) such that

\[
\partial_t^\gamma u + L^s u = f \quad \text{in } \Omega \times (0, T), \quad u(0) = u_0 \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega \times (0, T).
\]

(1.1)

Here \( L^s \), \( s \in (0, 1) \), is the fractional power of the second order elliptic operator

\[
Lu = -\text{div}_x (A \nabla_x w) + cw,
\]

(1.2)

where \( 0 \leq c \in L^\infty(\Omega) \) and \( A \in C^{0,1}(\Omega, GL(n, \mathbb{R})) \) is symmetric and positive definite.

The fractional derivative in time \( \partial_t^\gamma \) for \( \gamma \in (0, 1) \) is understood as the left-sided Caputo fractional derivative of order \( \gamma \) with respect to \( t \), which is defined by

\[
\partial_t^\gamma u(x, t) := \frac{1}{\Gamma(1-\gamma)} \int_0^t \frac{1}{(t-r)^\gamma} \frac{\partial u(x, r)}{\partial r} \, dr,
\]

(1.3)

where \( \Gamma \) is the Gamma function. For \( \gamma = 1 \), we consider the usual derivative \( \partial_t \).

One of the main difficulties in the study of problem (1.1) is the nonlocality of the fractional time derivative and the fractional space operator (see [3, 5, 13, 25, 27]). A possible approach to overcome the nonlocality in space is given by the seminal result of Caffarelli and Silvestre in \( \mathbb{R}^n \) [4] and its extensions to bounded domains [3, 5, 27]. Fractional powers of \( L \) can be realized as an operator that maps a Dirichlet boundary...
condition to a Neumann condition via an extension problem on \( \mathcal{C} = \Omega \times (0, \infty) \). This extension is the following mixed boundary value problem (see [3] for details):

\[
\mathcal{L} \mathcal{U} - \frac{\alpha}{y} \partial_y \mathcal{U} - \partial_{yy} \mathcal{U} = 0 \quad \text{in} \; \mathcal{C}, \quad \mathcal{U} = 0 \quad \text{on} \; \partial_t \mathcal{C}, \quad \partial_y \mathcal{U} = d_s f \quad \text{on} \; \Omega \times \{0\},
\]

where \( \partial_t \mathcal{C} = \partial \Omega \times [0, \infty) \) is the lateral boundary of \( \mathcal{C} \), \( \alpha = 1 - 2s \in (-1, 1) \), \( d_s = 2^s \Gamma(1-s)/\Gamma(s) \) and the conormal exterior derivative of \( \mathcal{U} \) at \( \Omega \times \{0\} \) is

\[
\partial_y \mathcal{U} = - \lim_{y \to 0^+} y^\alpha \mathcal{U}_y.
\]

We will call \( y \) the extended variable and the dimension \( n+1 \) in \( \mathbb{R}^{n+1} \) the extended dimension of problem (1.4). The limit in (1.5) must be understood in the sense of distributions; see [4, 27]. As noted in [3, 4, 5, 27], we can relate the fractional powers of \( \mathcal{L} \) with the Dirichlet-to-Neumann map of problem (1.4): \( d_s \mathcal{L}^s u = \partial_y \mathcal{U} \) in \( \Omega \). Notice that the differential operator in (1.4) is \( -\text{div} (y^\alpha \mathbf{A} \nabla \mathcal{U}) + y^\alpha c \mathcal{U} \) where, for all \((x', y) \in \mathcal{C}, \mathbf{A}(x', y) = \text{diag} \{ A(x'), 1 \} \in \mathbb{C}^{m \times m}(\mathcal{C}, \text{GL}(n+1, \mathbb{R})) \).

The Caffarelli-Silvestre result has also been employed for the study of evolution equations with space fractional diffusion. For instance, by using this technique, Hölder estimates for the fractional heat equation were proved in [26]. We thus rewrite (1.1) as a quasi-stationary elliptic problem with dynamic boundary condition:

\[
\begin{aligned}
- \text{div} (y^\alpha \mathbf{A} \nabla \mathcal{U}) + y^\alpha c \mathcal{U} &= 0 \quad \text{in} \; \mathcal{C} \times (0, T), \quad \mathcal{U} = 0 \quad \text{on} \; \partial_t \mathcal{C} \times (0, T), \\
\partial_t \mathcal{U} + \partial_y \mathcal{U} &= d_s f \quad \text{on} \; \Omega \times \{0\} \times (0, T), \quad \mathcal{U} = u_0, \quad \text{on} \; \Omega \times \{0\}, \quad t = 0.
\end{aligned}
\]

Before proceeding with the description and analysis of our method, let us give an overview of those advocated in the literature. The design of an efficient technique to treat numerically the left-sided Caputo fractional derivative of order \( \gamma \) is not an easy task. The main difficulty is given by the nonlocality of the operator \( \partial_t^{\gamma} \). There are several approaches via finite differences, finite elements and spectral methods. For instance, a finite difference scheme is proposed and analyzed in [15, 16] to deal with \( \partial_t^{\gamma} \) and the so-called fractional cable equation. Semidiscrete finite element methods have been analyzed in [12] for (1.1) with \( \gamma \in (0, 1) \) and \( s = 1 \). Approaches via discontinuous Galerkin methods have been studied in [18, 19] for an alternative formulation of (1.1) with \( \gamma \in (0, 2) \) and \( s = 1 \). We refer to [19, §1] for an overview of the state of the art.

The finite difference scheme proposed in [15, 16] has a consistency error \( O(t^{2-\gamma}) \), where \( t \) denotes the time step. This error estimate, however, requires a rather strong regularity assumption in time which is problematic; see [17] and [2, §3]. Since \( 0 < \gamma < 1 \), derivatives of the solution \( u \) of (1.1) with respect to \( t \) are unbounded as \( t \downarrow 0 \). In this work, we examine the singular behavior of \( \partial_t u \) and \( \partial_y u \) when \( t \downarrow 0 \) and derive realistic time-regularity estimates for \( u \); see also [17, 19]. Using these refined results we analyze the truncation error and show discrete stability. The latter leads to an energy estimate for parabolic problems with fractional time derivative in a general Hilbert space setting, written in terms of a fractional integral of a norm of \( u \). We remark that Hölder regularity results for a parabolic equation with Caputo fractional time derivative have been recently established by Allen, Caffarelli and Vasseur in [2].

In prior work [20] we used the Caffarelli-Silvestre extension to discretize the fractional space operator and obtained near-optimal error estimates in weighted Sobolev spaces for the extension. We refer the reader to [20] for a an overview of the existing numerical techniques to solve elliptic problems involving fractional diffusion together
with their advantages and disadvantages. In this paper, we will adapt the approach developed in [20] to the parabolic case.

We use the extension \([1.6]\) to find the solution of \([1.1]\): given \(f\) and \(u_0\), we solve \([1.6]\), thus obtaining a function \(U : C \times (0, T) \rightarrow \mathbb{R}\). Letting \(u : \Omega \times (0, T) \rightarrow \mathbb{R}\) be \(u(x', t) := U(x', 0, t)\), we obtain the solution of \([1.1]\). The main objective of this work is to describe and analyze a fully discrete scheme for problem \([1.6]\). We use implicit finite differences for time discretization \([15, 16]\), and first degree tensor product finite elements for space discretization.

The outline of this paper is as follows. In section 2 we introduce some terminology used throughout this work. We recall the definition of the fractional powers of elliptic operators via spectral theory in \([2.2]\) and in \([2.3]\) we introduce the functional framework that is suitable to study problems \([1.1]\) and \([1.6]\). In \([2.4]\) we derive a representation for the solution of problem \([1.4]\). We present regularity results in space and time in \([2.5.1]\) and \([2.5.2]\) respectively. The time discretization of problem \([1.1]\) is analyzed in section 3: the case \(\gamma = 1\) is discretized by the standard backward Euler scheme whereas, for \(\gamma \in (0, 1)\), we consider the finite difference approximation of \([15, 16]\). For both cases we derive stability results and a novel energy estimate for parabolic problems with fractional time derivative in a general Hilbert space setting. We discuss error estimates for semi-discrete schemes in \([3.4]\). The space discretization of problem \([1.6]\) begins in section 4: in \([4.1]\) we introduce a truncation of the domain \(C\) and study some properties of the solution of a truncated problem; in \([4.2]\) we present the finite element approximation to the solution of \([1.6]\) in a bounded domain and in \([4.3]\) we study a weighted elliptic projector and its properties. In section 5 we deal with fully discrete schemes and derive error estimates for all \(\gamma \in (0, 1)\) and \(s \in (0, 1)\).

2. Solution representation and regularity. Throughout this work \(\Omega\) is an open, bounded and connected subset of \(\mathbb{R}^n\), \(n \geq 1\), with polyhedral boundary \(\partial \Omega\). We define the semi-infinite cylinder and its lateral boundary, respectively, by \(C = \Omega \times (0, \infty)\) and \(\partial_l C = \partial \Omega \times (0, \infty)\). Given \(\gamma > 0\), we define the truncated cylinder \(C_\gamma = \Omega \times (0, \gamma)\) and \(\partial_l C_\gamma\) accordingly. If \(x \in \mathbb{R}^{n+1}\), we write \(x = (x', y)\), with \(x' \in \mathbb{R}^n\) and \(y \in \mathbb{R}\). If \(X\) is a normed space, \(X'\) denotes its dual and \(\|\cdot\|_X\) its norm. The relation \(a \leq b\) means \(a \leq cb\), with a nonessential constant \(c\) that might change at each occurrence.

If \(T > 0\) and \(\phi : D \times (0, T) \rightarrow \mathbb{R}\), with \(D\) a domain in \(\mathbb{R}^N (N \geq 1)\), we consider \(\phi\) as a function of \(t\) with values in a Banach space \(X\), \(\phi : (0, T)\) \(\ni\) \(t \mapsto \phi(t)\) \(\equiv\) \(\phi(\cdot, t)\) \(\in\) \(X\). For \(1 \leq p < \infty\), \(L^p(0, T; X)\) is the space of \(X\)-valued functions whose norm in \(X\) is in \(L^p(0, T)\). This is a Banach space for the norm

\[
\|\phi\|_{L^p(0, T; X)} = \left( \int_0^T \|\phi(t)\|_X^p \right)^{1/p}, \quad 1 \leq p < \infty, \quad \|\phi\|_{L^\infty(0, T; X)} = \text{esssup}_{t \in (0, T)} \|\phi(t)\|_X.
\]

In \([1.1]\), \(\partial_t^\gamma\) denotes the left-sided Caputo fractional derivative \([1.3]\). There are three, not equivalent, definitions of fractional derivatives: Riemann-Liouville, Caputo and Grünwald-Letnikov. For their definitions and properties see \([13, 25]\).

2.1. Fractional integrals. Given a function \(g \in L^1(0, T)\), the left Riemann-Liouville fractional integral \(I^\sigma g\) of order \(\sigma > 0\) is defined by \([13, 25]\):

\[
(I^\sigma g)(t) = \frac{1}{\Gamma(\sigma)} \int_0^t \frac{g(r)}{(t-r)^{1-\sigma}} \, dr;
\]

(2.1)
note that \( \partial^y_t g(t) = (I^{1-y} \partial_y g)(t) \) for all \( g \in W^1_1(0,T) \). Young’s inequality for convolutions immediately yields the following result.

**Lemma 2.1** (continuity). If \( g \in L^2(0,T) \) and \( \phi \in L^1(0,T) \), then the operator

\[
g \mapsto \Phi, \quad \Phi(t) = \phi * g(t) = \int_0^t \phi(t-r)g(r) \, dr
\]

is continuous from \( L^2(0,T) \) into itself and \( \|\Phi\|_{L^2(0,T)} \leq \|\phi\|_{L^1(0,T)} \|g\|_{L^2(0,T)} \).

**Corollary 2.2** (continuity of \( I^\sigma \)). For any \( \sigma > 0 \), the left Riemann-Liouville fractional integral \( I^\sigma g \) is continuous from \( L^2(0,T) \) into itself and

\[
\|I^\sigma g\|_{L^2(0,T)} \leq \frac{T^\sigma}{\Gamma(\sigma + 1)} \|g\|_{L^2(0,T)} \quad \forall g \in L^2(0,T).
\]

### 2.2. Fractional powers of general second order elliptic operators.

The operator \( \mathcal{L}^{-1} : L^2(\Omega) \to L^2(\Omega) \), which solves \( \mathcal{L}w = f \) in \( \Omega \) and \( w = 0 \) on \( \partial\Omega \) is compact, symmetric and positive, so its spectrum \( \{\lambda_k^{-1}\}_{k \in \mathbb{N}} \) is discrete, real, positive and accumulates at zero. Moreover, the eigenfunctions \( \{\varphi_k\}_{k \in \mathbb{N}} \)

\[
\mathcal{L}\varphi_k = \lambda_k \varphi_k \text{ in } \Omega, \quad \varphi_k = 0 \text{ on } \partial\Omega, \quad k \in \mathbb{N}
\]

form an orthonormal basis of \( L^2(\Omega) \). Fractional powers of \( \mathcal{L} \) can be defined by

\[
\mathcal{L}^\alpha w := \sum_{k=1}^{\infty} \lambda_k^\alpha w_k \varphi_k, \quad w \in C^\infty_0(\Omega), \quad s \in (0,1),
\]

where \( w_k = \int_\Omega w \varphi_k \). By density we extend this definition to

\[
\mathbb{H}^s(\Omega) = \left\{ w = \sum_{k=1}^{\infty} w_k \varphi_k : \sum_{k=1}^{\infty} \lambda_k^\alpha w_k^2 < \infty \right\} = [H^1_0(\Omega), L^2(\Omega)]_{-s};
\]

see [20] for details. For \( s \in (0,1) \) we denote by \( \mathbb{H}^{-s}(\Omega) \) the dual space of \( \mathbb{H}^s(\Omega) \).

### 2.3. The Caffarelli-Silvestre extension problem.

The Caffarelli-Silvestre result [3, 4, 5, 27], requires to deal with a nonuniformly elliptic equation. Let \( D \subset \mathbb{R}^{n+1} \) be open and define \( L^2(|y|^\alpha, D) \) as the Lebesgue space for the measure \( |y|^\alpha \, dx \).

Define also \( H^1(|y|^\alpha, D) := \{w \in L^2(|y|^\alpha, D) : |\nabla w| \in L^2(|y|^\alpha, D)\} \), with norm

\[
\|w\|_{H^1(|y|^\alpha, D)} = \left( \|w\|_{L^2(|y|^\alpha, D)}^2 + \|\nabla w\|_{L^2(|y|^\alpha, D)}^2 \right)^{\frac{1}{2}}.
\]

Since \( \alpha \in (-1,1) \), \( |y|^\alpha \) belongs to the Muckenhoupt class \( A_2(\mathbb{R}^{n+1}) \); see [11, 29]. This implies that \( H^1(|y|^\alpha, D) \) is Hilbert and \( C^\infty(D) \cap H^1(|y|^\alpha, D) \) is dense in \( H^1(|y|^\alpha, D) \) (cf. [29] Proposition 2.1.2, Corollary 2.1.6 and [11] Theorem 1).

To study problem (1.6) we define the weighted Sobolev space

\[
\mathcal{H}^1_0(|y|^\alpha, C) := \{w \in H^1(|y|^\alpha, C) : w = 0 \text{ on } \partial LC\}.
\]

As [20] (2.21) shows, the following *weighted Poincaré inequality* holds:

\[
\|w\|_{L^2(|y|^\alpha, C)} \lesssim \|\nabla w\|_{L^2(|y|^\alpha, C)}, \quad \forall w \in \mathcal{H}^1_0(|y|^\alpha, C).
\]
Then, the seminorm on $\tilde{H}^1(y^\alpha, C)$ is equivalent to the norm \((2.5)\). For $w \in H^1(y^\alpha, C)$ tr$_\Omega w$ denotes its trace onto $\Omega \times \{0\}$. We recall (\cite{20} Prop. 2.3 and \cite{5} Prop. 2.1)\)

$$\text{tr}_\Omega \tilde{H}^1(y^\alpha, C) = \mathbb{H}^s(\Omega), \quad \| \text{tr}_\Omega w \|_{\mathbb{H}^s(\Omega)} \leq C_{\text{tr}_\Omega} \| w \|_{\tilde{H}^1(y^\alpha, C)}.$$ \hspace{1cm} (2.8)

The Caffarelli-Silvestre extension result \cite{4, 27} then reads: If $u \in \mathbb{H}^s(\Omega)$ solves $L^*u = f$ in $\Omega$ and $\mathcal{W} \in \tilde{H}^1(y^\alpha, C)$ solves \((1.4)\), then tr$_\Omega \mathcal{W} = u$.

To write the appropriate Caffarelli-Silvestre extension for problem \((1.6)\), we define:

$$\mathcal{W} := \{ w \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; \mathbb{H}^s(\Omega)) : \partial_t^\alpha w \in L^2(0, T; \mathbb{H}^{s-\alpha}(\Omega)) \},$$

$$\mathcal{V} := \{ w \in L^2(0, T; \tilde{H}^1(y^\alpha, C)) : \partial_t^\alpha \text{tr}_\Omega w \in L^2(0, T; \mathbb{H}^{s-\alpha}(\Omega)) \}. \hspace{1cm} (2.9)$$

Thus, given $f \in L^2(0, T; \mathbb{H}^{s-\alpha}(\Omega))$, a function $u \in \mathcal{W}$ solves \((1.1)\) if and only if the harmonic extension $\mathcal{U} \in \mathcal{V}$ solves \((1.6)\). A weak formulation of \((1.6)\) reads: Find $\mathcal{U} \in \mathcal{V}$ such that tr$_\Omega \mathcal{U}(0) = u_0$ and, for a.e. $t \in (0, T)$,

$$\langle \text{tr}_\Omega \partial_t^\alpha \mathcal{U}, \text{tr}_\Omega \phi \rangle + a(\mathcal{U}, \phi) = \langle f, \text{tr}_\Omega \phi \rangle \quad \forall \phi \in \tilde{H}^1(y^\alpha, C), \hspace{1cm} (2.10)$$

where $\langle \cdot, \cdot \rangle$ is the duality pairing between $\mathbb{H}^s(\Omega)$ and $\mathbb{H}^{s-\alpha}(\Omega)$ and

$$a(w, \phi) := \frac{1}{d_s} \int_C y^\alpha A(x) \nabla w \cdot \nabla \phi + y^\alpha c(x') w \phi. \hspace{1cm} (2.11)$$

**Remark 2.3 (equivalent seminorm).** The regularity of $A$ and $c$ and \((2.7)\) imply that $a$, defined in \((2.11)\), is bounded and coercive in $\tilde{H}^1_0(y^\alpha, C)$. In what follows we shall use repeatedly that $a(w, w)^{1/2}$ is an equivalent norm to $\| \cdot \|_{\tilde{H}^1_0(y^\alpha, C)}$ in $\tilde{H}^1_0(y^\alpha, C)$.

**Remark 2.4 (dynamic boundary condition).** Problem \((2.10)\) is an elliptic problem with a dynamic boundary condition: $\partial_t^\alpha \mathcal{U} = f – \text{tr}_\Omega \partial_t^\alpha \mathcal{U}$ on $\Omega \times \{0\}$. Consequently, its analysis is slightly different from the standard theory for parabolic equations.

**Remark 2.5 (initial datum).** The initial datum $u_0$ of problem \((1.1)\) determines only $\mathcal{U}(0)$ on $\Omega \times \{0\}$ in a trace sense. However, in the subsequent analysis it is necessary to consider its extension to the whole cylinder $C$. Thus, we define $\mathcal{U}(0)$ to be the solution of problem \((1.4)\) with the Neumann condition replaced by the Dirichlet condition tr$_\Omega \mathcal{U} = u_0$. References \cite{3, 5} provide the estimate $\| \mathcal{U}(0) \|_{\tilde{H}^1_0(y^\alpha, C)} \lesssim \| u_0 \|_{\mathbb{H}^s(\Omega)}$.

### 2.4. Solution representation.

Using the eigenpairs \{$\lambda_k, \varphi_k$\} we deduce that if $u(x', t) = \sum_k u_k(t) \varphi_k(x')$ solves \((1.1)\) then $\mathcal{U}$, solution of \((1.6)\), can be written as

$$\mathcal{U}(x, t) = \sum_{k=1}^{\infty} u_k(t) \varphi_k(x') \psi_k(y), \hspace{1cm} (2.12)$$

where $\psi_k$ solves

$$\psi_k'' + \alpha y^{-1} \psi_k' - \lambda_k \psi_k = 0, \quad \psi_k(0) = 1, \quad \psi_k(y) \to 0, \quad y \to \infty. \hspace{1cm} (2.13)$$

If $s = \frac{1}{2}$, then $\psi_k(y) = e^{-\sqrt{\lambda_k} y}$. For $s \in (0, 1) \setminus \{\frac{1}{2}\}$ we have that if $c_s = \frac{2s-1}{1-2s}$, then $\psi_k(y) = c_s \left(\sqrt{\lambda_k} y\right)^s K_s(\sqrt{\lambda_k} y)$, where $K_s$ denotes the modified Bessel function of the second kind; see \cite{5, 20}. For $s \in (0, 1)$, we have \cite{20}

$$\lim_{y \to 0^+} \frac{y^\alpha \psi_k'(y)}{d_s \lambda_k^s} = 1. \hspace{1cm} (2.14)$$
and, for $a, b \in \mathbb{R}^+$, $a < b$

$$\int_a^b y^\alpha (\lambda_k \psi_k(y)^2 + \psi_k'(y)^2) \, dy = y^\alpha \psi_k(y)\psi_k'(y)|_a^b. \quad (2.15)$$

The boundary condition of (1.6), in conjunction with (1.5), and (2.12)–(2.14) imply

$$d_s f = -\lim_{y \to 0^+} y^\alpha U_y + d_s \text{tr}_1 \partial_t^\alpha U = d_s \sum_{k=1}^\infty \phi_k (\lambda_k u_k + \partial_t^\alpha u_k), \quad (2.16)$$

which, in turn, since $u|_{t=0} = u_0$, yields the fractional initial value problem for $u_k$

$$\partial_t^\alpha u_k(t) + \lambda_k u_k(t) = f_k(t), \quad t > 0, \quad u_k(0) = u_{0,k}, \quad (2.17)$$

with $u_{0,k} = (u_0, \varphi_k)_{L^2(\Omega)}$, and $f_k = (f, \varphi_k)$. The theory of fractional ordinary differential equations [13, 25] gives a unique function $u_k$ satisfying problem (2.17). In addition, using (2.12) and (2.13), we obtain

$$U(x',0,t) = \sum_{k=1}^\infty u_k(t) \varphi_k(x') \psi_k(0) = \sum_{k=1}^\infty u_k(t) \varphi_k(x') = u(x',t).$$

Finally, Remark 2.3 together with formulas (2.14) and (2.15) imply

$$\|\nabla U(t)\|^2_{L^2(\gamma, C)} \lesssim \sum_{k=1}^\infty u_k(t)^2 \int_0^\infty y^\alpha (\lambda_k \psi_k(y)^2 + \psi_k'(y)^2) = d_s \|u(t)\|^2_{H^s(\Omega)} \quad (2.18)$$

for a.e. $t \in (0,T)$. We now turn our attention to the solution of problem (2.17).

2.4.1. Case $\gamma = 1$: The exponential function. If $\gamma = 1$, then (2.17) reduces to a first-order initial value problem. We define $E(t)w = \sum_{k=1}^\infty e^{-\lambda_k t} (w, \varphi_k)_{L^2(\Omega)} \varphi_k$, which is the solution operator of (1.1) with $f \equiv 0$. By Duhamel’s principle, the solution of problem (1.1) is $u(x',t) = E(t)u_0 + \int_0^t E(t-r)f(x',r) \, dr$.

2.4.2. Case $\gamma \in (0,1)$: The Mittag-Leffler function. For $\gamma > 0$ and $\mu \in \mathbb{R}$, we define the Mittag Leffler function $E_{\gamma,\mu}(z)$ as

$$E_{\gamma,\mu}(z) := \sum_{k=0}^\infty \frac{z^k}{\Gamma(\gamma k + \mu)}, \quad z \in \mathbb{C}; \quad (2.19)$$

see [13, 25]. For $\lambda, \gamma, t \in \mathbb{R}^+$, we have [13] Lemma 2.23

$$\partial_t^\alpha E_{\gamma,1}(-\lambda t) = -\lambda E_{\gamma,1}(-\lambda t) \quad (2.20)$$

If $\gamma \in (0,2)$, $\mu \in \mathbb{R}$, $\pi \gamma/2 < \delta \leq \min\{\pi, \pi \gamma\}$ and $\delta \leq |\arg(z)| \leq \pi$, then [13, §1.8]

$$(1 + |z|)^{-1} |E_{\gamma,\mu}(z)| \lesssim 1. \quad (2.21)$$

Following [24] we construct the solution to (1.1). The solution operator for $f \equiv 0$ is

$$G_{\gamma}(t)w = \sum_{k=1}^\infty E_{\gamma,1}(-\lambda_k t) w_k \varphi_k. \quad (2.22)$$
which follows from (2.20); see also [12] (2.3) and [24] (2.6) for the particular case $s = 1$. If $f \neq 0$ and $u_0 = 0$, we also define the operator

$$
F_\gamma(t)w = \sum_{k=1}^{\infty} t^{\gamma - 1} E_{\gamma,\gamma}(-\lambda_k^\alpha t^\gamma) w_k \varphi_k.
$$

(2.23)

Using these operators, we have [12] (2.4) and [24] Theorem 2.2 for well-posedness of problem (1.6). For brevity, we leave the details to the reader. (2.24); see [24, Theorems 2.1 and 2.2]. Similar arguments apply to conclude the spectral decomposition approach studied in [24] based on the solution representation $L^s$ follows from (2.20); see also [12, (2.3)] and [17, (2.6)] for the particular case $\beta$.$

These considerations yield existence and uniqueness for solutions of (1.1) and (1.6). We refer to [3] for energy estimates (see also [24]).

**Theorem 2.6 (existence and uniqueness).** Given $s \in (0, 1)$, $\gamma \in (0, 1)$, $f \in L^2(0, T; \mathbb{H}^{-s}(\Omega))$ and $u_0 \in L^2(\Omega)$, problems (1.1) and (1.6) have a unique solution.

**Proof.** Existence and uniqueness of problem (1.1) can be obtained modifying the spectral decomposition approach studied in [24] based on the solution representation (2.24); see [24] Theorems 2.1 and 2.2]. Similar arguments apply to conclude the well-posedness of problem (1.6). For brevity, we leave the details to the reader. □

### 2.5. Regularity

Let us now discuss the space and time regularity of $U$. In what follows we tacitly assume that $\Omega$ is such that $L^s(\Omega)$ is defined.

**Theorem 2.7 (space regularity).** Let $U \in \mathcal{H}_1(y^\alpha, \mathcal{C})$ solve (1.6). For $s \in (0, 1) \setminus \{\frac{1}{2}\}$ and $\gamma = 1$, we have

$$
\|\nabla\nabla_y U\|_{L^2(0, T; L^2(y^\alpha, \mathcal{C}))} \lesssim T \|u_0\|_{\mathcal{H}^{1+s}(\Omega)} + \|f\|_{L^2(0, T; \mathcal{H}^{1-s}(\Omega))},
$$

(2.26)

$$
\|U_{yy}\|_{L^2(0, T; L^2(y^\alpha, \mathcal{C}))} \lesssim T \|u_0\|_{\mathcal{H}^{2+\gamma}(\Omega)} + \|f\|_{L^2(0, T; L^2(y^\alpha, \mathcal{C}))},
$$

(2.27)

with $\beta > 2\alpha + 1$. Let $0 < \mu \ll 1$ be arbitrary. For $s \in (0, 1) \setminus \{\frac{1}{2}\}$ and $\gamma \in (0, 1)$, we have

$$
\|\nabla\nabla_y U\|_{L^2(0, T; L^2(y^\alpha, \mathcal{C}))} \lesssim T \|u_0\|_{\mathcal{H}^{1+s}(\Omega)} + T^{2\gamma\mu} \|f\|_{L^2(0, T; \mathcal{H}^{1-s-2\mu})(\Omega))},
$$

(2.28)

$$
\|U_{yy}\|_{L^2(0, T; L^2(y^\alpha, \mathcal{C}))} \lesssim T \|u_0\|_{\mathcal{H}^{2+\gamma}(\Omega)} + T^{2\gamma\mu} \|f\|_{L^2(0, T; \mathcal{H}^{2+\gamma}(\Omega))},
$$

(2.29)

For $s = \frac{1}{2}$, we have

$$
\|U\|_{L^2(0, T; \mathcal{H}^2(\mathcal{C}))} \lesssim T \|u_0\|_{\mathcal{H}^{3/2}(\Omega)} + \|f\|_{L^2(0, T; \mathcal{H}^{3/2}(\Omega))},
$$

(2.30)

$$
\|U\|_{L^2(0, T; \mathcal{H}^2(\mathcal{C}))} \lesssim T \|u_0\|_{\mathcal{H}^{3/2}(\Omega)} + T^{2\gamma\mu} \|f\|_{L^2(0, T; \mathcal{H}^{3/2}(\Omega))},
$$

(2.31)

**Proof.** We proceed in several steps using the representation formula (2.12). Case $s \in (0, 1) \setminus \{\frac{1}{2}\}$. Since $\{\varphi_k\}_{k \in \mathbb{N}}$ satisfies (2.2) and $\int_0^\infty y^\beta |\psi_k''(y)|^2 dy \lesssim \lambda_k^{3/2-\beta/2} \leq \lambda_k^{3/2-\beta/2}$ by 20. Theorem 2.7, we obtain

$$
\|U_{yy}(\cdot, t)\|_{L^2(y^\alpha, \mathcal{C})}^2 = \sum_{k=1}^{\infty} |u_k(t)|^2 \int_0^\infty y^\beta |\psi_k''(y)|^2 dy \lesssim \sum_{k=1}^{\infty} \lambda_k^{3/2} |u_k(t)|^2.
$$

(2.32)
On the other hand, if \( D(\mathcal{U}(\cdot, t)) \) is defined as \( \int_{\Omega} y^0 \left( |\nabla \mathcal{U}|^2 + A \nabla x \cdot \partial_t \mathcal{U} \cdot \nabla x + c |\partial_t \mathcal{U}|^2 \right) dx \), then we have \( \| \nabla \nabla \mathcal{U}(\cdot, t) \|_{L^2(y^0, \mathcal{C})} \leq D(\mathcal{U}(\cdot, t)) \). We exploit \( \int_0^\infty y^0(\lambda_k \psi_k(y)^2 + \psi'_k(y)^2) dy \leq \lambda_k^s \) (see [20, Theorem 2.7]), to arrive at

\[
D(\mathcal{U}(\cdot, t)) \leq \sum_{k=1}^\infty \lambda_k |u_k(t)|^2 \int_0^\infty y^0(\lambda_k \psi_k(y)^2 + \psi'_k(y)^2) dy \leq \sum_{k=1}^\infty \lambda_k^{1+s} |u_k(t)|^2. \tag{2.33}
\]

We thus need to estimate \( \|u_k\|_{L^2(0,T)} \). We distinguish between \( \gamma = 1 \) and \( \gamma < 1 \).

1. Case \( \gamma = 1 \). We recall the representation formula \( u_k(t) = e^{-\lambda_k t} u_{0,k} + \int_0^t e^{-\lambda_k r} f_k(t-r) dr \) from (2.41) where \( u_{0,k} = (u_0, \varphi_k)_{L^2(\Omega)} \). Consequently, we get

\[
\|u_k\|^2_{L^2(0,T)} \leq \int_0^T \left( u_{0,k}^2 + (e^{-\lambda_k t} \ast f_k)(t)^2 \right) dt \tag{2.34}
\]

and \( \|e^{-\lambda_k t} \ast f_k\|_{L^2(0,T)} \leq \lambda_k^{-s} \|f_k\|_{L^2(0,T)} \) according to Lemma 2.1.

2. Case \( \gamma \in (0,1) \). We recall the representation formula \( u_k(t) = E_{\gamma,1}(-\lambda_k t \gamma) u_{0,k} + \int_0^t \gamma^{-1} E_{\gamma,\gamma}(-\lambda_k r \gamma) f_k(t-r) dr \) from (2.4.2) Using (2.21), we deduce

\[
\|r^{-\gamma-1} E_{\gamma,\gamma}(-\lambda_k r \gamma)\|_{L^1(0,T)} \leq \lambda_k^{-s} \log(1 + \lambda_k T \gamma). \tag{2.35}
\]

This, together with the preceding expression for \( u_k(t) \) and Lemma 2.1 gives

\[
\|u_k\|^2_{L^2(0,T)} \leq T u_{0,k}^2 + \lambda_k^{-2s} \log^2(1 + \lambda_k T \gamma) \|f_k\|^2_{L^2(0,T)}. \tag{2.36}
\]

Inserting this into (2.32) and (2.33), and using that \( \log(1+z) \leq z^\mu \) for all \( z \geq 0 \) and \( \mu > 0 \), yields the asserted estimates (2.28) and (2.29).

3. Case \( s = \frac{1}{2} \). Since \( \|\mathcal{U}(\cdot, t)\|_{H^{1+s}(\Omega)}^2 \leq \sum_{k=1}^\infty \lambda_k^s |u_k(t)|^2 \), applying (2.34) and (2.36) leads to (2.30) and (2.31), respectively.

We summarize the conclusion of Theorem 2.7 as follows. Define, for \( \beta > 1 + 2\alpha \),

\[
S(w(\cdot, t)) := \|\nabla w(\cdot, t)\|_{L^2(y^0, \mathcal{C})} + \|\partial_{yy} w(\cdot, t)\|_{L^2(y^0, \mathcal{C})}, \tag{2.37}
\]

and

\[
\mathcal{R}^2(u_0, f) = \begin{cases} 
T^\gamma \|u_0\|_{H^{1+s}(\Omega)}^2 + \|f\|_{L^2(0,T; H^{1+s}(\Omega))}^2 & \gamma = 1, \\
T^\gamma \|u_0\|_{H^{1+s}(\Omega)}^2 + T^{2\gamma \mu} \|f\|_{L^2(0,T; H^{1-2\gamma}(\Omega))}^2 & \gamma \in (0,1).
\end{cases} \tag{2.38}
\]

for any \( \mu > 0 \). Then, for \( s \in (0,1) \) and \( \gamma \in (0,1) \), we have

\[
\|S(\mathcal{U})\|_{L^2(0,T)} \leq \mathcal{R}(u_0, f). \tag{2.39}
\]

### 2.5.2. Time regularity

We now focus on the regularity in time. For \( \gamma = 1 \), we could demand sufficient regularity (in time) of the right-hand side along with compatibility conditions for the initial datum \( u_0 \). We express this as

\[
\text{tr}_t \partial_t \mathcal{U} \in L^2(0,T; H^{-s}(\Omega)). \tag{2.40}
\]

For \( \gamma \in (0,1) \), (2.40) is inconsistent with (2.24). In fact, properties of the Mittag-Leffler function and (2.24) for \( f = 0 \) show that (2.40) never holds if \( u_0 \neq 0 \) because

\[
u(x', t) = G_{\gamma, t}(u_0(x')) = \left( 1 - \frac{t^\gamma}{\Gamma(1+\gamma)} L^s + O(t^{2\gamma}) \right) u_0(x') \quad \text{as } t \downarrow 0. \tag{2.41}
\]
We see that derivatives of \( u \) with respect to \( t \) are unbounded as \( t \downarrow 0 \) for \( \gamma \in (0,1) \) and, in particular, \( \partial_t u(x',t) \approx t^{-2} L \sigma (x') \notin L^2(0,T;H^{-s}(\Omega)) \). However

\[
\int_{0^+} t^\sigma \| \partial_t u(\cdot,t) \|_{H^{-s}(\Omega)}^2 \, dt \lesssim \| u_0 \|_{H^s(\Omega)}^2 \int_{0^+} t^{\sigma/2+2\gamma-4} \, dt
\]

is finite provided \( \sigma > 3 - 2\gamma \). For this reason, when \( \gamma \in (0,1) \), we assume

\[
t^{\sigma/2} \text{tr}_t \partial_t u \in L^2(0,T;H^{-s}(\Omega)) \quad \sigma > 3 - 2\gamma. \tag{2.42}
\]

We show below that this is a valid assumption provided \( \mathcal{A}(u_0, f) < \infty \), where

\[
\mathcal{A}(u_0, f) = \| u_0 \|_{H^s(\Omega)} + \| f \|_{H^2(0,T;H^{-s}(\Omega))}. \tag{2.43}
\]

**Theorem 2.8** (time regularity for \( \gamma \in (0,1) \)). Assume that \( u_0 \in H^s(\Omega) \) and \( f \in H^2(0,T;H^{-s}(\Omega)) \). Then, for \( t \in (0,T] \), the solution \( u \) of \((1.1)\) satisfies

\[
\| \partial_t u(\cdot,t) - \delta^1 u(\cdot,t) \|_{H^{-s}(\Omega)} \lesssim t^{-1} A(u_0, f), \tag{2.44}
\]

where \( \delta^1 u(\cdot,t) = t^{-1}(u(\cdot,t) - u(\cdot,0)) \). Moreover,

\[
\| t^{\sigma/2} \partial_t u \|_{L^2(0,T;H^{-s}(\Omega))} \lesssim \mathcal{A}(u_0, f), \tag{2.45}
\]

where \( \sigma > 3 - 2\gamma \). The hidden constant is independent of \( t \) but blows up as \( \gamma \downarrow 0 \).

**Proof.** We proceed in three steps and apply the principle of superposition.

1. Case \( \gamma \equiv 0 \) and \( u_0 \neq 0 \). The solution of \((1.1)\) is \( u(x',t) = G_{\gamma}(t)u_0(x') \), which coincides with the solution representation of the alternative formulation of \((1.1)\) studied in [17 (2.6)-(2.7)]. The regularity results of [17 Theorem 4.2] yield the estimate

\[
\| \partial_t u(\cdot,t) \|_{H^{-s}(\Omega)} \lesssim t^{-2} \| u_0 \|_{H^s(\Omega)} \text{ for } t \in (0,T], \tag{2.45}
\]

whence (2.45) follows.

To derive (2.44) we invoke the fact that \( u_k \) solves \((2.17)\) with \( u_k(0) = u_{0,k} \) and \( f_k \equiv 0 \), whence \( u_k(t) = E_{\gamma,1}(-\lambda_k^s t\gamma) u_{0,k} \) according to (2.24). Using (2.19), \( u_k(t) \) becomes \( u_k(t) = \sum_{m=0}^{\infty} (-\lambda_k^s t\gamma)^m \frac{\Gamma(\gamma m + \gamma)}{(\gamma m + \gamma)!} u_{0,k} \), whence

\[
d_t u_k(t) = -u_{0,k} \lambda_k^s t\gamma^{-1} \sum_{m=0}^{\infty} \frac{(-\lambda_k^s t\gamma)^m}{\Gamma(\gamma m + \gamma)} = -u_{0,k} \lambda_k^s t\gamma^{-1} E_{\gamma,\gamma+1}(-\lambda_k^s t\gamma). \tag{2.46}
\]

Likewise, we obtain \( \delta^1 u_k(t) = -u_{0,k} \lambda_k^s t\gamma^{-1} E_{\gamma,\gamma+1}(-\lambda_k^s t\gamma) \). Therefore, (2.44) follows from (2.21).

2. Formula (2.44) with \( u_0 \equiv 0 \). We now have \( u(x',t) = \int_0^t F_\gamma(t-r)f(x',r) \, dr \) with \( F_\gamma \) given by (2.23). The representation (2.24) gives \( u_k(t) = \int_0^t r\gamma^{-1} E_{\gamma,\gamma+1}(-\lambda_k^s r\gamma) f_k(t-r) \, dr \), because \( u_k(0) = 0 \). This, combined with (2.21), readily implies

\[
|u_k(t)| \leq \| f_k \|_{L^\infty(0,T)} \int_0^t r\gamma^{-1} \, dr \lesssim t^\gamma \| f_k \|_{H^1(0,T)}. \tag{2.47}
\]

Therefore, (2.44) reduces to deriving suitable bounds for

\[
d_t u_k(t) = t\gamma^{-1} E_{\gamma,\gamma}(-\lambda_k^s t\gamma) f_k(t) + \int_0^t r\gamma^{-1} E_{\gamma,\gamma}(-\lambda_k^s r\gamma) \, dt f_k(t-r) \, dr \tag{2.47}
\]

The first term yields (2.44) because of (2.21) and \( |f_k(0)| \lesssim \| f_k \|_{H^1(0,T)} \). On the other hand, we use (2.21) again to bound the second term \( \mathfrak{J}_k \) as follows and thus get (2.44):

\[
\mathfrak{J}_k \leq \| d_t f_k \|_{L^\infty(0,T)} \int_0^t r\gamma^{-1} \, dr \lesssim t^\gamma \| d_t f_k \|_{L^\infty(0,T)}. \tag{2.44}
\]
3. Time discretization. Let $\mathcal{K} \in \mathbb{N}$ denote the number of time steps. We define the uniform time step as $\tau = T/\mathcal{K} > 0$, and set $t_k = k\tau$ for $0 \leq k \leq \mathcal{K}$. We also define $I_k = (t_k, t_{k+1})$ for $0 \leq k \leq \mathcal{K} - 1$. If $X$ is a normed space with norm $\| \cdot \|_X$, then for $\phi \in C([0,T],X)$ we denote $\phi^k = \phi(t_k)$ and $\phi^\ast = \{\phi^k\}_{k=0}^\mathcal{K}$. Moreover,

$$\|\phi^\ast\|_{L^2(\mathcal{K},X)} = \max_{0 \leq k \leq \mathcal{K}} \|\phi^k\|_X, \quad \|\phi^\ast\|_{L^2(\mathcal{K},X)}^2 = \sum_{k=1}^{\mathcal{K}} \tau \|\phi^k\|_X^2.$$

For a sequence of time-discrete functions $W^r(t) \subset X$ we define, for $k = 0, \ldots, \mathcal{K} - 1$,

$$\delta^1 W^{k+1} = \tau^{-1}(W^{k+1} - W^k).$$

3.1. Time discretization for $\gamma = 1$. We apply the backward Euler scheme to (2.10) for $\gamma = 1$: determine $V^\tau = \{V^k\}_{k=0}^\mathcal{K} \subset H^1_L(y^\alpha, C)$ such that

$$\text{tr}_\Omega V^0 = u_0,$$

and, for $k = 0, \ldots, \mathcal{K} - 1$, $V^{k+1} \in \dot{H}^1_L(y^\alpha, C)$ solves

$$\delta^1 \text{tr}_\Omega V^{k+1}, \text{tr}_\Omega W\rangle_{L^2(\Omega)} + a(V^{k+1}, W) = \langle f^{k+1}, \text{tr}_\Omega W\rangle.$$

Proof. In view of (2.32) and (2.33), as well as (2.35), we see that $S(U,(t) = \sum_{k=0}^{\mathcal{K}} \lambda_k^{\ast} S_{u_k(t)}$. Since $d_{t_k}u_k(t)$ is the sum of (2.46) and (2.47), we deduce

$$\|d_{t_k}u_k(t)\| \leq \|u_0\|_{H^{1+s}(\Omega)} + \|f\|_{H^{1-s}(\Omega)} + \|f\|_{L^2(0,T;\mathcal{H}^{1-(1-2\alpha)s}(\Omega))}.$$

We now prove $\|\|1^{-\gamma}S(U)\|_{L^2(0,T)} \lesssim \mathcal{B}(u_0,t)$. Let $\gamma \in (0,1)$. We apply the backward Euler scheme to (2.10) for $\gamma = 1$:

$$\delta^1 \text{tr}_\Omega V^{k+1}, \text{tr}_\Omega W\rangle_{L^2(\Omega)} + a(V^{k+1}, W) = \langle f^{k+1}, \text{tr}_\Omega W\rangle.$$

3.1. Time discretization for $\gamma = 1$. We apply the backward Euler scheme to (2.10) for $\gamma = 1$: determine $V^\tau = \{V^k\}_{k=0}^\mathcal{K} \subset H^1_L(y^\alpha, C)$ such that

$$\text{tr}_\Omega V^0 = u_0,$$

and, for $k = 0, \ldots, \mathcal{K} - 1$, $V^{k+1} \in \dot{H}^1_L(y^\alpha, C)$ solves

$$\delta^1 \text{tr}_\Omega V^{k+1}, \text{tr}_\Omega W\rangle_{L^2(\Omega)} + a(V^{k+1}, W) = \langle f^{k+1}, \text{tr}_\Omega W\rangle.$$
for all \(W \in \tilde{H}^1_L(y^\alpha,C)\), where \(f^{k+1} = f(t^{k+1})\). Define \(U^r = \{U^k\}_{k=0}^K \subseteq \mathbb{H}^\alpha(\Omega)\) with
\[
U^k := \text{tr}_\Omega V^k,
\]
which is a piecewise constant (in time) approximation of \(u\), solution to problem (1.1). Note that (3.2) does not require an extension of \(u_0\).

**Remark 3.1 (dynamic boundary condition).** Problem (3.2)–(3.3) is a sequence of elliptic problems with dynamic boundary condition, the discrete counterpart of (2.10). Its analysis is slightly different from the standard theory for parabolic problems.

**Remark 3.2 (locality).** The main advantage of scheme (3.2)–(3.3) is its local nature, which mimics that of problem (2.10).

The stability of this scheme is rather elementary as the following result shows.

**Lemma 3.3 (unconditional stability for \(\gamma = 1\)).** The semi-discrete scheme (3.2)–(3.3) is unconditionally stable, namely
\[
\|\text{tr}_\Omega V^r\|_{L^\infty(L^2(\Omega))}^2 + \|f^r\|_{L^2(\Omega)}^2 \lesssim \|u_0\|_{L^2(\Omega)}^2 + \|f_0\|_{L^2(\Omega)}^2.
\]

**Proof.** Set \(W = 2\tau V^{k+1}\) in (3.3). Estimate (2.8) and Young’s inequality yield
\[
\|\text{tr}_\Omega V^{k+1}\|_{L^2(\Omega)}^2 - \|\text{tr}_\Omega V^k\|_{L^2(\Omega)}^2 + \tau \|V^{k+1}\|_{\tilde{H}^1_L(y^\alpha,C)}^2 \lesssim \tau \|f^{k+1}\|_{\tilde{H}^{-\alpha}}^2.
\]

Adding this inequality over \(k\) yields (3.5). \(\square\)

### 3.2. Time discretization for \(\gamma \in (0,1)\).

We now discretize the nonlocal operator \(\partial^\gamma\) of order \(\gamma \in (0,1)\). We consider the finite difference scheme proposed in [15, 10], but resort to the regularity results of Theorem 2.8 Definition 1.3, and the Taylor formula with integral remainder yield, for \(0 \leq k \leq K-1\),
\[
\partial^\gamma u(\cdot,t_{k+1}) = \frac{1}{\Gamma(1-\gamma)} \int_0^{t_{k+1}} \frac{\partial_t u(\cdot,t)}{(t_{k+1} - t)\gamma} \, dt
\]
\[
= \frac{1}{\Gamma(1-\gamma)} \sum_{j=0}^k u(\cdot,t_{j+1}) - u(\cdot,t_j) - \frac{dt}{\tau} \int_{I_j} \frac{dr}{(t_{k+1} - t)\gamma} + r_{k+1}^{\gamma}(\cdot) \quad (3.6)
\]
\[
= \frac{1}{\Gamma(2-\gamma)} \sum_{j=0}^k a_j u(\cdot,t_{j+1}) - u(\cdot,t_j) - r_{k+1}^{\gamma}(\cdot),
\]
where
\[
a_j = (j+1)^{1-\gamma} - j^{1-\gamma}, \quad r_{k+1}^{\gamma} = \frac{1}{\Gamma(1-\gamma)} \sum_{j=0}^k \int_{I_j} \frac{1}{(t_{k+1} - t)\gamma} R(\cdot,t) \, dt \quad (3.7)
\]
denotes the remainder and \(R\) is defined by
\[
R(\cdot,t) = \partial_t u(\cdot,t) - \frac{1}{\tau} (u(\cdot,t_{j+1}) - u(\cdot,t_j)) \quad \forall t \in I_j. \quad (3.8)
\]

Notice that from (3.7) we deduce that \(a_j > 0\) for all \(j \geq 0\) and
\[
1 = a_0 > a_1 > a_2 > \cdots > a_j, \quad \lim_{j \to \infty} a_j = 0.
\]
3.2.1. Consistency estimate. We now estimate the residual $r^*_{j}$ by exploiting a cancellation property. We first observe that the function $R$ defined in (3.8) has vanishing mean in $I_j$ for all $j \in \{0, \ldots, K - 1\}$, whence we can write

$$r^{j+1}_{\gamma} = \frac{1}{1(1 - \gamma)} \sum_{j=0}^{k} \int_{I_j} (\psi_{\gamma}(t) - \tilde{\psi}_{\gamma}^j) R(\cdot, t) \, dt,$$

(3.9)

with $\psi_{\gamma}(t) = (t_{k+1} - t)^{-\gamma}$ and $\tilde{\psi}_{\gamma}^j = \int_{I_j} \psi_{\gamma}(t) \, dt$. The conclusion of Lemma 2.1 yields

$$\|r^*_{j}\|_{L^2(0, T; H^{-\gamma}(\Omega))} \lesssim \|\psi_{\gamma} - \tilde{\psi}_{\gamma}^j\|_{L^1(0, T)} \|R^*\|_{L^2(0, T; H^{-\gamma}(\Omega))},$$

(3.10)

which reduces the estimation of the residual to providing suitable bounds for each term on the right hand side of this expression. We start with $\|R^*\|_{L^2(0, T; H^{-\gamma}(\Omega))}$. 

**Lemma 3.4** (estimate for $R^*$). If $A(u_0, f) < \infty$, then $R^*$ defined by (3.8) satisfies

$$\|R^*\|_{L^2(0, T; H^{-\gamma}(\Omega))} \lesssim \tau^{1 - \frac{\sigma}{2}} A(u_0, f),$$

for $\sigma > 3 - 2\gamma$.

**Proof.** For $1 \leq j \leq K - 1$ and $t \in I_j$, (3.8) implies

$$\|R(t_{j+1})\|_{H^{-\gamma}(\Omega)} \leq \int_{I_j} \|\partial_t u(z)\|_{H^{-\gamma}(\Omega)} \, dz \leq \|z^{-\gamma/2}\|_{L^2(I_j)} \|z^{\sigma/2}\partial_t u\|_{L^2(I_j, H^{-\gamma}(\Omega))},$$

whence

$$\tau \sum_{j=2}^{K} \|R(t_j)\|^2_{H^{-\gamma}(\Omega)} \leq \tau \sum_{j=2}^{K} \left( \int_{I_j} z^{-\gamma} \, dz \right) \left( \int_{I_j} z^{\sigma/2} \|\partial_t u\|_{H^{-\gamma}(\Omega)}^2 \, dz \right)$$

$$\leq \tau \max_j \left( \int_{I_j} z^{-\gamma} \, dz \right) \||t^{\sigma/2}\partial_t u\|^2_{L^2(\tau, T; H^{-\gamma}(\Omega))} \leq \tau^{2 - \sigma} (t^{\sigma/2}\partial_t u_{\partial T}^2_{H^{-\gamma}(\Omega)}) \lesssim \tau^{2 - \sigma} A(u_0, f)^2,$$

in view of (2.30). For the first interval $I_0 = (0, \tau)$, we combine (2.41) with (3.8) to get

$$\|R(t_1)\|_{H^{-\gamma}(\Omega)} = \|\partial_t u(t_1) - \delta^1 u(t_1)\|_{H^{-\gamma}(\Omega)} \lesssim \tau^{\gamma - 1} A(u_0, f).$$

Collecting the preceding estimates we arrive at

$$\|R^*\|_{L^2(0, T; H^{-\gamma}(\Omega))}^2 = \sum_{j=1}^{K} \tau \|R(t_j)\|^2_{H^{-\gamma}(\Omega)} \lesssim \tau^{2 - \sigma} A(u_0, f)^2,$$

where we have used that $2 - \sigma < 2\gamma - 1$. This concludes the proof. \qed

We now estimate the $L^1$-norm of $\psi_{\gamma} - \tilde{\psi}_{\gamma}^j$.

**Lemma 3.5** (kernel estimate). The kernel $\psi_{\gamma} = (t_{k+1} - t)^{-\gamma}$ satisfies

$$\|\psi_{\gamma} - \tilde{\psi}_{\gamma}^j\|_{L^1(0, T)} \leq \frac{2 - \gamma}{1 - \gamma} \tau^{1 - \gamma}.$$
Proof. We split the integral over intervals $I_j$. We first consider $0 \leq j < k$:

$$
\int_{I_j} |\psi_\gamma(t) - \hat{\psi}_\gamma| \, dt = \frac{1}{\tau} \int_{I_j} \left| \int_{I_j} (\psi_\gamma(t) - \psi_\gamma(r)) \, dr \right| \, dt \leq \tau \int_{I_j} |\psi_\gamma'(t)| \, dt
$$

$$
= \tau^\gamma \int_{I_j} (t_{k+1} - t)^{\gamma+1} \, dt = \tau^{1-\gamma} \left[ \frac{1}{(k-j)^\gamma} - \frac{1}{(k-j+1)^\gamma} \right],
$$

If $j = k$ set $\hat{\psi}_\gamma = 0$ and $\int_{I_k} \psi_\gamma(t) \, dt = \int_{I_k} (t_{k+1} - t)^{-\gamma} \, dt = \frac{\tau^{1-\gamma}}{1-\gamma}$. Consequently,

$$
\|\psi_\gamma - \hat{\psi}_\gamma\|_{L^1(0,T)} = \sum_{j=0}^k \int_{I_j} |\psi_\gamma(t) - \hat{\psi}_\gamma| \, dt
$$

$$
\leq \tau^{1-\gamma} \left( \frac{1}{1-\gamma} + \sum_{j=0}^{k-1} \left[ \frac{1}{(k-j)^\gamma} - \frac{1}{(k-j+1)^\gamma} \right] \right)
$$

$$
= \tau^{1-\gamma} \left( \frac{1}{1-\gamma} + 1 - \frac{1}{(k+1)^\gamma} \right) \leq \frac{2}{1-\gamma} \tau^{1-\gamma},
$$

which concludes the proof. \(\square\)

We now derive an estimate for $r_\gamma^j$, which, although yields lower rates of convergence than \(15\) (3.4), takes into account the correct behavior of the solution and the singularity of its derivatives as $t \downarrow 0$.

**Proposition 3.6 (consistency).** The fractional residual $r_\gamma^j = \{r_\gamma^j\}_{k=0}^K$ satisfies

$$
\|r_\gamma^j\|_{L^2(0,T;H^{-\gamma}(\Omega))} \lesssim \tau^\theta A(u_0, f) \quad 0 < \theta < \frac{1}{2}. \quad (3.11)
$$

The hidden constant is independent of the data and $\tau$ but blows up as $\theta \uparrow \frac{1}{2}$.

**Proof.** The assertion follows from (3.10) and Lemmas 3.4 and 3.5. \(\square\)

### 3.2.2. Abstract stability and energy estimates.

To fix the ideas concerning the application of the discretization (3.6), we present an approach within a general Hilbert space setting. Given a Gelfand triple $V \subset H \equiv H' \subset V'$, let $\mathcal{F} : V \rightarrow V'$ be a linear, continuous and coercive operator. If $\langle \cdot, \cdot \rangle_H$ is the inner product in $H$, set

$$
\|U\|_H = (U, U)^{1/2}_H, \quad \|U\|_V = (\mathcal{F}U, U)^{1/2},
$$

where $\langle \cdot, \cdot \rangle$ denotes the duality pairing between $V$ and $V'$. Given $f \in L^2(0,T;V')$ and $u_0 \in H$, we study a time discretization scheme for the fractional evolution problem

$$
\partial^\gamma_t u + \mathcal{F}u = f, \quad u(0) = u_0. \quad (3.12)
$$

If $\gamma \in (0,1)$ and $\phi^\gamma \subset H$, we define, according to (3.6), the discrete fractional derivative, for $k = 0, \ldots, K-1$ by

$$
\Gamma(2-\gamma) \delta^\gamma \phi^{k+1} := \sum_{j=0}^k a_j \delta^\gamma \phi^{k+1-j} = \frac{\phi^{k+1}}{\tau^\gamma} - \sum_{j=0}^{k-1} \frac{a_j - a_{j+1}}{\tau^\gamma} \phi^{k-j} - \frac{a_k}{\tau^\gamma} \phi^0. \quad (3.13)
$$

where the second equality holds because $a_0 = 1$ and the sum for $k = 0$ is defined to be zero. The implicit semi-discrete scheme to solve (3.12) reads: Let $U^0 = u_0$ and, for $k = 0, \ldots, K-1$, let $U^{k+1} \in V$ solve

$$
\langle \delta^\gamma U^{k+1}, W \rangle_H + \langle \mathcal{F}U^{k+1}, W \rangle = \langle f^{k+1}, W \rangle, \quad \forall W \in V. \quad (3.14)
$$
We have the following stability result.

**Theorem 3.7** (unconditional stability for \( \gamma \in (0, 1) \)). The implicit semi-discrete scheme (3.14) is unconditionally stable and satisfies

\[
I^{1-\gamma} \| U^T \|^2_{\mathcal{H}}(T) + \| U^T \|^2_{\mathcal{L}(V)} \leq I^{1-\gamma} \| U^0 \|^2_{\mathcal{H}}(T) + \| f^T \|^2_{\mathcal{L}(V')}. \tag{3.15}
\]

**Proof.** Denote \( \kappa = \Gamma(2-\gamma) \tau \gamma \) and set \( W = 2\kappa U^{k+1} \) in (3.14). We obtain

\[
2\| U^{k+1} \|^2_{\mathcal{H}} + 2\kappa \| U^{k+1} \|^2_{\mathcal{V}} = 2 \sum_{j=0}^{k-1} (a_j - a_{j+1})(U^{k-j}, U^{k+1})_{\mathcal{H}} + 2\kappa(U^0, U^{k+1})_{\mathcal{H}} + 2\kappa(f^{k+1}, U^{k+1}),
\]

for \( 0 \leq k \leq K-1 \) provided the sum vanishes for \( k = 0 \). Using the Cauchy-Schwarz inequality, the fact that \( a_j - a_{j+1} > 0 \), and the telescopic property of the sum \( \sum_{j=0}^{k-1} (a_j - a_{j+1}) = 1 - a_k \), we obtain for \( 0 \leq k \leq K-1 \)

\[
(2 - (1 - a_k)) \| U^{k+1} \|^2_{\mathcal{H}} + \kappa \| U^{k+1} \|^2_{\mathcal{V}} \leq \sum_{j=0}^{k-1} (a_j - a_{j+1})\| U^{k-j} \|^2_{\mathcal{H}} + a_k \| U^0 \|^2_{\mathcal{H}} + \kappa \| f^{k+1} \|^2_{\mathcal{V}}.
\]

A simple manipulation of the left-hand side of this inequality yields

\[
\sum_{j=0}^{k} a_j \| U^{k+1-j} \|^2_{\mathcal{H}} + \kappa \| U^{k+1} \|^2_{\mathcal{V}} \leq \sum_{j=0}^{k-1} a_j \| U^{k-j} \|^2_{\mathcal{H}} + a_k \| U^0 \|^2_{\mathcal{H}} + \kappa \| f^{k+1} \|^2_{\mathcal{V}},
\]

where the sum on the right-hand side vanishes for \( k = 0 \). Adding over \( k \) we get

\[
\sum_{j=0}^{K-1} a_j \| U^{K-j} \|^2_{\mathcal{H}} + \kappa \sum_{k=1}^{K} \| U^k \|^2_{\mathcal{V}} \leq \left( \sum_{k=0}^{K-1} a_k \right) \| U^0 \|^2_{\mathcal{H}} + \kappa \sum_{k=1}^{K} \| f^k \|^2_{\mathcal{V}}.
\]

Since \( I^{1-\gamma}1(T) = \frac{\tau^{1-\gamma}}{\Gamma(2-\gamma)} \sum_{k=0}^{K-1} a_k \), multiplying this inequality by \( \frac{\tau^{1-\gamma}}{\Gamma(2-\gamma)} \), we obtain

\[
\frac{\tau^{1-\gamma}}{\Gamma(2-\gamma)} \sum_{j=0}^{K-1} a_j \| U^{K-j} \|^2_{\mathcal{H}} + \| U^T \|^2_{\mathcal{L}(V)} \leq I^{1-\gamma} \| U^0 \|^2_{\mathcal{H}}(T) + \| f^T \|^2_{\mathcal{L}(V')} \tag{3.16}
\]

Now, changing the summation index and using the definition (3.7), we obtain

\[
\sum_{j=0}^{K-1} a_j \| U^{K-j} \|^2_{\mathcal{H}} = \frac{1}{\tau^{1-\gamma}} \sum_{l=1}^{K} \left( (T - t_{l-1})^{1-\gamma} - (T - t_l)^{1-\gamma} \right) \| U^l \|^2_{\mathcal{H}}
\]

\[
= \frac{1 - \gamma}{\tau^{1-\gamma}} \sum_{l=1}^{K} \int_{t_{l-1}}^{t_l} \| U^l(r) \|^2_{\mathcal{H}} \, dr,
\]

whence \( \frac{\tau^{1-\gamma}}{\Gamma(2-\gamma)} \sum_{j=0}^{K-1} a_j \| U^{K-j} \|^2_{\mathcal{H}} = I^{1-\gamma} \| U^T \|^2_{\mathcal{H}}(T) \), which together with (3.16) yields the desired estimate (3.15). \( \square \)
Deducing an energy estimate for problem (3.12) is nontrivial due to the nonlocality of the fractional time derivative. The main technical difficulty lies on the fact that a key ingredient in deriving such a result is an integration by parts formula, which for a function $u$ not vanishing at $t = 0$ and $t = T$ involves boundary terms that need to be estimated; for a step in this direction see [9, 14]. In this sense, the discrete energy estimate (3.15) has an important consequence at the continuous level.

**Corollary 3.8** (fractional energy estimate for $u$). Let $\gamma \in (0, 1)$. Then,

$$I^{1-\gamma}||u||_{\mathcal{H}}^2(T) + ||u||_{L^2(0,T;\mathcal{V})}^2 \leq I^{1-\gamma}||u_0||_{\mathcal{H}}^2(T) + ||f||_{L^2(0,T;\mathcal{V}')}^2. \quad (3.17)$$

**Proof.** Given that the estimate (3.15) is uniform in $\tau$, and $||\gamma||_{L^2(0,T;\mathcal{V})} \lesssim \tau^\theta$ with $0 < \theta < \frac{1}{2}$, we easily derive (3.17) by taking $\tau \to 0$ in (3.15). \( \Box \)

**Remark 3.9** (limiting case). Given $g \in L^p(0,T)$, we have $I^\sigma g \to g$ in $L^p(0,T)$ as $\sigma \to 0$; see [25, Theorem 2.6]. This implies that, taking the limit as $\gamma \uparrow 1$ in (3.17), we recover the well known stability result for a parabolic equation, i.e.,

$$||u||_{L^\infty(0,T;\mathcal{H})} + ||u||_{L^2(0,T;\mathcal{V})} \leq ||u_0||_{\mathcal{H}} + ||f||_{L^2(0,T;\mathcal{V}')}^2. \quad (3.18)$$

This allows us to unify the estimate of Corollary 3.8 for all $\gamma \in (0, 1]$.

### 3.3. Discrete stability.

We now apply the ideas developed in §3.1 and §3.2 to problem (1.1), i.e., we consider $\mathfrak{X} = \mathcal{L}^s$. As it was discussed in §2.3, we realize the nonlocal spatial operator $\mathcal{L}^s$ with the Caffarelli-Silvestre extension and look for solutions of the extended problem (2.10). In view of (3.3) and (3.14), we propose the following semi-discrete numerical scheme to approximate problem (2.10) for $\gamma \in (0, 1]$:

Set $\text{tr}_\Omega V^0 = u_0$. For $k = 0, \ldots, K - 1$ find $V^{k+1} \in \mathcal{H}^1_\gamma(g^\alpha, \mathcal{C})$, solution of

$$(\delta^\gamma \text{tr}_\Omega V^{k+1}, \text{tr}_\Omega W)_{L^2(\Omega)} + a(V^{k+1}, W) = (f^{k+1}, \text{tr}_\Omega W), \quad (3.19)$$

for all $W \in \mathcal{H}^1_\gamma(g^\alpha, \mathcal{C})$, where $a$ is the bilinear form defined in (2.11), and $\delta^\gamma$ is defined by (3.13) for $\gamma \in (0, 1)$ and (3.1) for $\gamma = 1$. We have the following stability result.

**Corollary 3.10** (unconditional stability for $0 < \gamma \leq 1$). The semi-discrete scheme (3.19) is unconditionally stable and satisfies

$$I^{1-\gamma}||\text{tr}_\Omega V^\tau||_{L^2(\Omega)}^2(T) + ||V^\tau||_{L^2(\Omega)}^2 \lesssim I^{1-\gamma}||u_0||_{L^2(\Omega)}^2(T) + ||f^\tau||_{L^2(\Omega)}^2, \quad (3.20)$$

**Proof.** Set $\mathcal{V} = \mathbb{H}^s(\Omega)$ and $\mathcal{H} = L^2(\Omega)$, and apply Theorem 3.7 for $\gamma \in (0, 1)$ and Lemma 3.3 for $\gamma = 1$. \( \Box \)

### 3.4. Error Estimates.

We present semi-discrete error estimates for (3.19).

**Theorem 3.11** (error estimates for semi-discrete schemes). Denote by $U$ and $V^\tau$ the solutions to (2.10) and (3.19), respectively. If $\gamma \in (0, 1)$ and $A(u_0, f) < \infty$, then

$$\left[ I^{1-\gamma}||\text{tr}_\Omega (U^\tau - V^\tau)||_{L^2(\Omega)}^2(T) \right]^{\frac{1}{2}} + ||U^\tau - V^\tau||_{L^2(\Omega)} \lesssim \tau^\theta A(u_0, f), \quad (3.21)$$

where $0 < \theta < \frac{1}{2}$ and the hidden constant is independent of the data and $\tau$ but blows up for $\theta \uparrow \frac{1}{2}$. If, on the other hand $\gamma = 1$, then we have

$$||\text{tr}_\Omega (U^\tau - V^\tau)||_{L^\infty(\Omega)} + ||U^\tau - V^\tau||_{L^2(\Omega)} \lesssim \tau^\frac{1}{2} \left( ||u_0||_{L^\infty(\Omega)} + ||f||_{L^2(0,T;L^2(\Omega))} \right). \quad (3.22)$$


or
\[
\| \text{tr}_\Omega (U^\ast - V^\ast) \|_{L^2(\Omega)} + \| U^\ast - V^\ast \|_{C^1(\bar{H}^{1/2} (\gamma^\ast, C))} \\
\lesssim \tau \left( \| u_0 \|_{H^2(\Omega)} + \| \nu \|_{BV(0,T;L^2(\Omega))} \right),
\] (3.23)
where, again, the hidden constant is independent of the data and \( \tau \).

**Proof.** Combining (2.10) with (3.6) and (3.13), and subtracting (3.19), the equation for the error \( E^k := U^k - V^k \) reads
\[
(\delta^* \text{tr}_\Omega E^{k+1}, \text{tr}_\Omega W)_{L^2(\Omega)} + a(E^{k+1}, W) = -(\gamma^{k+1}, \text{tr}_\Omega W).
\]
For \( \gamma \in (0, 1) \), we apply (3.20) in conjunction with (3.11) to derive (3.21). The estimates (3.22) and (3.23) follow from [22, Theorem 3.16] and [22, Theorem 3.20] or [23], respectively.

**Remark 3.12 (error estimates for \( \gamma = 1 \)).** Paper [23] shows that under the assumptions \( u_0 \in H^s(\Omega) \) and \( f \in L^2(0,T;L^2(\Omega)) \), the error estimate (3.22) is sharp.

**4. Space Discretization.** We now study space discretization of (2.10).

**4.1. Truncation.** A first step towards the discretization is to truncate the domain \( \mathcal{C} \). Since \( \mathcal{U}(t) \) decays exponentially in the extended direction \( y \), for a.e. \( t \in (0,T) \), we truncate \( \mathcal{C} \) to \( \mathcal{C}_\gamma = \Omega \times (0, \gamma^\ast) \) for a suitable \( \gamma^\ast \) and seek solutions in this bounded domain; see [20, §3]. The next result is an adaptation of [20, Proposition 3.1] and shows the exponential decay of \( \mathcal{U} \). To write such a result, we first define for \( \gamma \in (0, 1) \)
\[
\Lambda_\gamma^2(u_0, f) := I^{-\gamma} \| u_0 \|_{L^2(\Omega)}^2 + \| f \|_{L^2(0,T;H^{-1}(\Omega))}^2,
\] (4.1)
where \( I^0 \) is the identity according to Remark 3.9 (case \( \gamma = 1 \)).

**Proposition 4.1 (exponential decay).** Given \( \gamma \in (0, 1) \), and \( s \in (0, 1) \), we have
\[
\| \nabla \mathcal{U} \|_{L^2(0,T;L^2(\mathcal{C}_\gamma \times (0, \gamma^\ast)))} \lesssim e^{-\sqrt{\lambda^\gamma} T/2} \Lambda_\gamma(u_0, f),
\] (4.2)
where \( \gamma^\ast > 1 \) and \( \mathcal{U} \) denotes the solution to (2.10).

**Proof.** Recall from (2.12) that \( \mathcal{U}(x,t) = \sum_k u_k(t) \varphi_k(x^\ast) \psi_k(y) \) solves (2.10). Since \( \{ \varphi_k \}_{k \in \mathbb{N}} \) is an orthonormal basis of \( L^2(\Omega) \) that satisfies (2.2) we have
\[
\int_0^T \int_{\mathcal{C}_\gamma} y^\alpha |\nabla \mathcal{U}(x,t)|^2 \, dx \, dt \lesssim \int_0^T \sum_{k=1}^\infty u_k(t)^2 \int_\gamma y^\alpha (\lambda_k \psi_k(y)^2 + \psi_k'(y)^2) \, dy \, dt \\
= \sum_{k=1}^\infty |\gamma^\alpha \psi_k(y) \psi_k'(y)| \int_0^T u_k(t)^2 \, dt.
\]
where we used (2.15). Since \( |\gamma^\alpha \psi_k(y) \psi_k'(y)| \lesssim \lambda_k^\gamma e^{-\sqrt{\lambda^\gamma} T} \) [20, (2.32)], we deduce
\[
\int_0^T \int_{\mathcal{C}_\gamma} y^\alpha |\nabla \mathcal{U}(x,t)|^2 \, dx \, dt \lesssim e^{-\sqrt{\lambda^\gamma} T} \| u_0 \|_{L^2(0,T;H^{-1}(\Omega))}^2.
\]
Finally, by setting \( \mathcal{V} = H^s(\Omega) \) and \( \mathcal{H} = L^2(\Omega) \), the estimate (4.2) follows from either (3.17) for \( \gamma \in (0, 1) \) or (3.18) for \( \gamma = 1 \). \( \square \)

As a consequence of Proposition 4.1 we can consider the truncated problem
\[
\begin{aligned}
-\text{div}(y^\alpha A \nabla v) + y^\alpha cv = 0 & \text{ in } \mathcal{C}_\gamma \times (0,T), \quad v = 0 \text{ on } (\partial_t \mathcal{C}_\gamma \cup \Omega_\gamma) \times (0,T) \\
d_a \partial_t \text{tr}_\Omega v + \partial^\ast_{\gamma} v = d_a f & \text{ on } (\Omega \times \{0\}) \times (0,T), \quad v = u_0 \text{ on } \Omega \times \{0\}, \quad t = 0,
\end{aligned}
\] (4.3)
where $\Omega_\gamma = \Omega \times \{\gamma\}$ and $\gamma \geq 1$ is sufficiently large. We now define

$$
\hat{H}^1_L(y^\alpha, C_\gamma) = \{ w \in H^1(y^\alpha, C_\gamma) : w = 0 \text{ on } \partial L C_\gamma \cup \Omega_\gamma \}, \quad \forall \gamma \geq 1.
$$

Problem (4.3) is then understood as follows: seek $v$ in $V_\gamma$ such that, for a.e. $t \in (0,T)$,

$$
\langle \partial_t^\gamma \tr Omega v, v, \phi \rangle + a_\gamma(v, \phi) = \langle f, \tr Omega \phi \rangle,
$$

for all $\phi \in \hat{H}^1_L(y^\alpha, C_\gamma)$ and $\tr Omega v(0) = u_0$. Here

$$
a_\gamma(w, \phi) = \frac{1}{dx} \int_{C_\gamma} y^\alpha A(x) \nabla w \cdot \nabla \phi + y^\alpha c(x') w \phi.
$$

Remark 4.2 (initial datum). We define $v(0) \in \hat{H}^1_L(y^\alpha, C_\gamma)$ as the solution to (4.3) with the Neumann condition replaced by $\tr Omega v = u_0$. The following estimate holds: $\|v(0)\|_{\hat{H}^1_L(y^\alpha, C_\gamma)} \lesssim \|u_0\|_{C^2(\Omega)}$ [20] Remark 3.4.

Lemma 4.3 (exponential convergence). For every $\gamma \in (0,1]$ and $\gamma \geq 1$, we have

$$
I^{1-\gamma} \| \tr Omega (U - v) \|_{L_2(0; L_2(y^\alpha, C_\gamma))} \lesssim e^{-\gamma \sqrt{\gamma^\alpha} A^2_\gamma (u_0, f),}
$$

where $U$ solves (2.10), $v$ solves (4.3) and $A_\gamma (u, f)$ is defined in (4.1).

Proof. Let $w(x, t) := U(x', y, t) - U(x', \cdot, t) \in \hat{H}^1_L(y^\alpha, C_\gamma)$ be a modification of $U$ with vanishing trace at $y = \gamma$. We observe that $w$ satisfies

$$
\langle \tr Omega \partial_t^\gamma w, \tr Omega \phi \rangle + a_\gamma(w, \phi) = \langle f, \tr Omega \phi \rangle - \langle \tr Omega \partial_t^\gamma U(\cdot, \gamma', \cdot, \cdot), \tr Omega \phi \rangle - a_\gamma(U(\cdot, \gamma', \cdot), \phi)
$$

for all $\phi \in \hat{H}^1_L(y^\alpha, C_\gamma)$. Therefore, the error $e := v - w$ satisfies

$$
\langle \tr Omega \partial_t^\gamma e, \tr Omega \phi \rangle + a_\gamma(e, \phi) = a_\gamma(U(\cdot, \gamma', \cdot, \cdot), \phi) + \langle \tr Omega \partial_t^\gamma U(\cdot, \gamma', \cdot, \cdot), \tr Omega \phi \rangle.
$$

Setting $V = H^n(\Omega)$ and $H = L^2(\Omega)$, the assertion is a consequence of Corollary 3.8 for $\gamma < 1$ and Remark 3.9 for $\gamma = 1$, provided we can estimate the right-hand side of the previous expression and $\epsilon(\cdot, 0) = U(\cdot, \gamma', \cdot)$. We estimate the three terms in question separately using Proposition 4.1 and the representation formula (2.12).

We note first that $\|a_\gamma(U(\cdot, \gamma', \cdot, \cdot))\|_{H^1_L(y^\alpha, C_\gamma)} \lesssim \|U(\cdot, \gamma', \cdot, \cdot)\|_{H^1_L(y^\alpha, C_\gamma)}$ and

$$
\|\nabla U(\cdot, \gamma', \cdot)\|_{L_2(y^\alpha, C_\gamma)}^2 = \frac{1}{\alpha + 1} \sum_{k=1}^\infty \lambda_k u_k^2(t) \gamma^{1+\alpha} \psi_k^2(\gamma).
$$

Now, since $|\psi_k(y)| \lesssim (\sqrt{\lambda_k} y)^s e^{-\sqrt{\lambda_k} y}$ for $y \geq 1$, we easily see that

$$
\nabla U(\cdot, \gamma', \cdot) \|_{L_2(0; L_2(y^\alpha, C_\gamma))} \lesssim \gamma^{2(1-\gamma)} \sum_{k=1}^\infty \lambda_k \int_0^T u_k^2(t) dt (\sqrt{\lambda_k} \gamma)^{2s} e^{-2\sqrt{\lambda_k} \gamma}
$$

$$
\lesssim e^{-\sqrt{\lambda_k} \gamma} \sum_{k=1}^\infty \lambda_k^s \int_0^T u_k^2(t) dt = e^{-\sqrt{\lambda_k} \gamma} \|u\|_{L_2(0; H^s(\Omega))}^2.
$$

For the second term, we have $\partial_t^\gamma U(\cdot, \gamma', \cdot) = \sum_{k=1}^\infty \partial_t^\gamma u_k(t) \varphi_k \psi_k(\gamma)$, whence

$$
\|\partial_t^\gamma U(\cdot, \gamma', \cdot)\|_{H^{-\gamma}(\Omega)} = \sum_{k=1}^\infty |\partial_t^\gamma u_k(t)|^2 \lambda_k^{-s} |\psi_k(\gamma)|^2 \lesssim e^{-\sqrt{\lambda_k} \gamma} \sum_{k=1}^\infty |\partial_t^\gamma u_k(t)|^2 \lambda_k^{-s}.
On the other hand, in light of (2.17), we deduce
\[ \sum_{k=1}^{\infty} |\partial_t^2 u_k(t)|^2 \lambda_k^{-s} \lesssim \sum_{k=1}^{\infty} (u_k^2(t) \lambda_k^s + f_k^2(t) \lambda_k^{-s}) = \|u(t)\|_{H^s(\Omega)}^2 + \|f(t)\|_{H^{-s}(\Omega)}^2. \]

Finally, \( \|u(\cdot, \gamma', 0)\|_{L^2(\Omega)}^2 = \sum_{k=1}^{\infty} u_k^2(0) \psi_k^2(\gamma') \lesssim e^{-\sqrt{\Delta} \gamma} \|u_0\|_{L^2(\Omega)}^2 \). Collecting the previous estimates and invoking the stability bounds (3.17) and (4.18) for \( u \), we deduce
\[ I^{1-\gamma} \|\text{tr}_\Omega \psi\|_{L^2(\Omega)}^2(T) + \|\nabla \psi\|_{L^2(0,T;L^2(y^o, C_\gamma))}^2 \lesssim e^{-\sqrt{\Delta} \gamma} \Lambda_s^2(u_0, f). \]  
Moreover, we have
\[ I^{1-\gamma} \|\text{tr}_\Omega u(\cdot, \gamma', \gamma)\|_{L^2(\Omega)}^2(T) + \|u(\cdot, \gamma', \gamma)\|_{L^2(0,T;H^{1}_{\gamma}(y^o, C_\gamma))}^2 \lesssim e^{-\sqrt{\Delta} \gamma} \Lambda_s^2(u_0, f), \]
which together with (4.7) implies the desired estimate (4.6). \( \Box \)

As in §3 we consider a semi-discrete approximation of (4.3). Given the initialization \( \text{tr}_\Omega \varphi^{0} = u_0 \), for \( k = 0, \ldots, K-1 \), \( \varphi^{k+1} \in \tilde{H}^{1}_{\gamma}(y^o, C) \) solve
\[ (\partial^k \text{tr}_\Omega \varphi^{k+1}, \text{tr}_\Omega W)_{L^2(\Omega)} + a_\gamma^{k} \varphi^{k+1}, W = (f^{k+1}, W), \quad \forall W \in \tilde{H}^{1}_{\gamma}(y^o, C_\gamma). \]  
Its stability follows from Lemma 3.3 (\( \gamma = 1 \)) and Theorem 3.7 (\( \gamma < 1 \)). We can also prove estimates like those of Theorem 3.11. We conclude with the following remark.

**Remark 4.4** (regularity of \( v \) vs. \( \mathcal{U} \)). In §5 we will approximate \( v \), solution to problem (4.3), so it is essential to elucidate its regularity. Separation of variables yields \( v(x', y, t) = \sum_k v_k(t) \varphi_k(x') \chi_k(y) \), where \( \varphi_k \) solves (2.2) and \( \chi_k \) solves
\[ \chi_k'' + \alpha y^{-1} \chi_k - \lambda_k \chi_k = 0, \quad \chi_k(0) = 1, \quad \chi_k(\Omega) = 0. \]  
Let \( I_s \) and \( K_s \) be the modified Bessel functions of first and second kind [11 §9.6], then
\[ \chi_k(y) = \left( \frac{\sqrt{\lambda_k}}{y} \right)^s \left( a_{k,s} K_s\left( \frac{\sqrt{\lambda_k}}{y} \right) + b_{k,s} I_s\left( \frac{\sqrt{\lambda_k}}{y} \right) \right) =: \chi_{k,1}(y) + \chi_{k,2}(y). \]
To understand the behavior of \( \chi_k \), we present the following properties of \( I_s \) [11]:
(a) For \( \nu \in \mathbb{R} \), \( \lim_{t \downarrow 0} 2^s \Gamma(\nu + 1) z^{-\nu} I_s(z) = 1 \) (see [11 (9.6.7)]).
(b) For \( \nu \in \mathbb{R} \) and \( k \in \mathbb{N} \), \( (z^{-1} d_z)^k (z^\nu I_s(z)) = z^{-\nu-k} I_{\nu-k}(z) \) (see [11 (9.6.28)]).
(c) For \( s \geq 1 \), the function \( I_s(z) \) increases as \( e^z / \sqrt{2 \pi z} \) (see [11 (9.7.1)]).

Property (a) yields \( I_s(0) = 0 \), which together with \( \chi_k(0) = 1 \) imply \( \chi_{k,1} \equiv \psi_k \) and \( a_{k,s} = 2^{-s}/\Gamma(s) \), where \( \psi_k \) solves (2.13). Since \( \chi_k(\gamma) = 0 \), we obtain
\[ b_{k,s} = -c_s K_s\left( \sqrt{\lambda_k} \lambda_k \right) I_s\left( \sqrt{\lambda_k} \right)^{-1}, \]
and thus \( \chi_{k,2} \). From [3] and [20 (v)] we have that \( \{b_{k,s}\}_{k \in \mathbb{N}} \) converges exponentially to 0 as \( k \uparrow \infty \), and in particular it is bounded. Now (2.14), (a) and (b), with \( k = 1 \), imply that \( \lim_{t \downarrow 0} y^\alpha \chi_k(y) = \lambda_k^s (e_{k,s} - d_s) \), where \( d_s = 2^s \Gamma(s)/\Gamma(1-s) \) and \( e_{k,s} = 2^{1-s} b_{k,s}/\Gamma(s) \). This, together with the fact that \( \chi_k(y) \) solves (4.9), yield
\[ \int_0^\gamma y^\alpha (\lambda_k \chi_k(y)^2 + \chi_k(y)^2) \, dy \lesssim \lambda_k^s e_{k,s} \lesssim d_s. \]
With these properties, and the fact that \( b_{k,s} \) converges exponentially to 0 as \( k \uparrow \infty \), we arrive at
\[ \int_0^\infty y^\beta |\chi_k''(y)|^2 \, dy \lesssim \lambda_k^{2-\beta/2} \leq \lambda_k^s, \quad \mathcal{D}(v(\cdot, t)) \lesssim \sum_{k=1}^{\infty} \lambda_k^{1+s} |v_k(t)|^2, \]
where \( \mathcal{D} \) is defined right before (2.33). From (2.16) \( v_k \) solves:
\[ \partial^2_t v_k(t) + \lambda_k^s (1 + \frac{2\pi}{x}) v_k(t) = f_k(t), \quad t > 0, \quad v_k(0) = u_{0,k}. \]
Estimates (4.10) and the exponential convergence of \( \{b_{k,s}\}_{k \in \mathbb{N}} \) allow us to conclude that the regularity of Theorems 2.7 and 2.8 also holds for \( v \).
4.2. Finite element methods. We follow [20, §4] and let $\partial \Omega$ be polyhedral. Let $\mathcal{T}_\Omega = \{ K \}$ be a conforming mesh of $\Omega$ into cells $K$ (simplices or $n$-rectangles):

$$\bar{\Omega} = \bigcup_{K \in \mathcal{T}_\Omega} K, \quad |\Omega| = \sum_{K \in \mathcal{T}_\Omega} |K|.$$

Let $T_\Omega$ be a collection of conforming shape-regular refinements $\mathcal{T}_\Omega$ of an original mesh $\mathcal{T}_\Omega^{(0)}$ [6]. If $\mathcal{T}_\Omega \in T_\Omega$ we define $h_{\mathcal{T}_\Omega} = \max_{K \in \mathcal{T}_\Omega} h_K$.

We define $\mathcal{S}_\Omega$ to be a partition of $C_\Omega$ into cells of the form $T = K \times I$, where $K \in \mathcal{T}_\Omega$, and $I$ is an interval. We consider the partition $\{ y_k \}_{k=0}^M$ of the interval $[0, \gamma']$

$$y_k = \left( \frac{k}{M} \right)^\mu \gamma', \quad k = 0, \ldots, M,$$

(4.11)

where $\mu = \mu(\alpha) > 3/(1 - \alpha) > 1$. Notice that each discretization of the truncated cylinder $C_{\gamma'}$ depends on the truncation parameter $\gamma'$. The set of all such triangulations $\mathcal{T}_{\mathcal{S}_\Omega}$ is denoted by $\mathcal{T}$. In addition, if the partitions in the extended direction are given by (4.11), the following weak regularity condition is valid: there is a constant $\sigma$ such that, for all $\mathcal{T}_{\mathcal{S}_\Omega} \in \mathcal{T}$, if $T_1 = K_1 \times I_1$, $T_2 = K_2 \times I_2 \in \mathcal{T}_{\mathcal{S}_\Omega}$ have nonempty intersection, then $h_{T_1}/h_{T_2} \leq \sigma$, where $h_T = |I|$; see [7, 21].

The main motivation to consider elements as in (4.11) is to compensate the rather singular behavior of $\mathcal{U}$, solution to problem (2.10), as $y \downarrow 0$. It is known that the numerical approximation of functions with a strong directional-dependent behavior needs anisotropic elements in order to recover quasi-optimal error estimates [7, 21].

In our setting, anisotropic elements of tensor product structure are essential. Given $\mathcal{T}_{\mathcal{S}_\Omega}$, we call $\mathcal{S}(\mathcal{T}_{\mathcal{S}_\Omega})$ the set of its nodes and $\mathcal{N}(\mathcal{T}_{\mathcal{S}_\Omega})$ the set of its interior and Neumann nodes. We denote by $N = |\mathcal{N}(\mathcal{T}_{\mathcal{S}_\Omega})|$ the number of degrees of freedom of $\mathcal{T}_{\mathcal{S}_\Omega}$. In what follows we assume that $|\mathcal{N}(\mathcal{T}_{\mathcal{S}_\Omega})| \approx M^n$ so that $N \approx M^{n+1}$. For each vertex $v \in \mathcal{N}$, we write $v = (v', v''\gamma')$, where $v'$ corresponds to a node of $\mathcal{T}_\Omega$, and $v''\gamma'$ corresponds to a node of the partition $[0, \gamma']$. We define $h_{v'} = \min\{ h_K : v' \text{ is a vertex of } K \}$, and $h_{v''} = \min\{ h_I : v''\gamma' \text{ is a vertex of } I \}$. Given $v \in \mathcal{N}(\mathcal{T}_{\mathcal{S}_\Omega})$, we define the star $S_v := \bigcup_{T \ni v} T$, and for $T \in \mathcal{T}_{\mathcal{S}_\Omega}$ we set $S_T := \bigcup_{v \in T} S_v$. For $\mathcal{T}_{\mathcal{S}_\Omega} \in \mathcal{T}$, we define

$$\mathcal{V}(\mathcal{T}_{\mathcal{S}_\Omega}) := \{ W \in C(\mathcal{C}_{\gamma}) : W|_T \in P_1(K) \otimes P_1(I) \forall T = K \times I \in \mathcal{T}_{\mathcal{S}_\Omega}, \ W|_{\Gamma_D} = 0 \},$$

where $\Gamma_D = \partial_D \mathcal{C}_{\gamma} \cup \Omega \times \{ \gamma' \}$ is called the Dirichlet boundary. If $K$ is a simplex, then $\mathcal{P}(T) = P_1(K)$, whereas if $K$ is a $n$-rectangle, then $\mathcal{P}(T) = Q_1(K)$. We also define $\bigcup(\mathcal{T}_{\mathcal{S}_\Omega}) := \text{tr}_\Omega \mathcal{V}(\mathcal{T}_{\mathcal{S}_\Omega})$, i.e., a $P_1$ finite element space over the mesh $\mathcal{T}_{\mathcal{S}_\Omega}$.

The graded meshes described by (4.11) yield near optimal error estimates both in regularity and order for the elliptic case investigated in [20].

4.3. Weighted elliptic projector: definition. In this subsection, we define a weighted elliptic projector, which is fundamental in §5. This projector is the operator $G_{\mathcal{S}_\Omega} : H_{\gamma'}^1(y, \mathcal{C}_{\gamma}) \to \mathcal{V}(\mathcal{T}_{\mathcal{S}_\Omega})$ such that, for $w \in H_{\gamma'}^1(y, \mathcal{C}_{\gamma})$, is given by

$$a_{\gamma'} \left( G_{\mathcal{S}_\Omega} w, W \right) = a_{\gamma'}(w, W), \quad \forall W \in \mathcal{V}(\mathcal{T}_{\mathcal{S}_\Omega}).$$

(4.12)

To easily describe the properties of the weighted elliptic projection operator $G_{\mathcal{S}_\Omega}$ we introduce the mesh-size functions $h', h'' \in L^\infty(\mathcal{T}_{\mathcal{S}_\Omega})$ given by

$$h'_{\gamma'} = h_K, \quad h''_{\gamma'} = h_I \quad \forall T = K \times I \in \mathcal{T}_{\mathcal{S}_\Omega}.$$

The operator $G_{\mathcal{S}_\Omega}$ satisfies the following stability and approximation properties.
PROPPOSITION 4.5 (weighted elliptic projector). The weighted elliptic projector \( G_{\mathscr{F}} \) is stable in \( \bar{H}^1_0(y^a, C_\gamma) \), i.e.,
\[
\| \nabla G_{\mathscr{F}} w \|_{L^2(y^a, C_\gamma)} \lesssim \| \nabla w \|_{L^2(y^a, C_\gamma)}, \quad \forall w \in \bar{H}_0^1(y^a, C_\gamma). \tag{4.13}
\]

If, in addition, \( w \in H^2(y^a, C_\gamma) \), then \( G_{\mathscr{F}} \) has the following approximation property
\[
\| \nabla(w - G_{\mathscr{F}} w) \|_{L^2(y^a, C_\gamma)} \lesssim \| h' \nabla_x \nabla w \|_{L^2(y^a, C_\gamma)} + \| h'' \partial_y \nabla w \|_{L^2(y^a, C_\gamma)}. \tag{4.14}
\]

Proof. To show stability set \( W = G_{\mathscr{F}} w \) in (4.12), use Cauchy-Schwarz inequality and the equivalence of \( a_{\gamma}(w, w) \) with \( \| \nabla w \|^2_{L^2(y^a, C_\gamma)} \) (see Remark 2.3).

Obtaining the estimate (4.14) hinges on Galerkin orthogonality, which yields
\[
\| \nabla(w - G_{\mathscr{F}} w) \|^2_{L^2(y^a, C_\gamma)} \lesssim a_{\gamma}(w - G_{\mathscr{F}} w, w - \Pi_{\mathscr{F}} w)
\]
where \( \Pi_{\mathscr{F}} \) is the interpolation operator defined in [20]. The assertion then follows from the anisotropic interpolation estimates of [20] Theorems 4.7 and 4.8.

LEMMA 4.6 (error estimates: elliptic projector). If \( w \in \bar{H}_0^1(y^a, C_\gamma) \), \( S(w) < \infty \) and the mesh \( \mathscr{T}_\gamma \) is graded as in (4.11), then we have
\[
\| \nabla(w - G_{\mathscr{F}} w) \|_{L^2(y^a, C_\gamma)} + \| \text{tr}_\Omega(w - G_{\mathscr{F}} w) \|_{H^1(Y)} \lesssim |\log N|^n N^{-1/(n+1)} S(w), \tag{4.15}
\]
where \( N = \# \mathscr{T}_\gamma \) and \( S(w) \) is defined in (2.37).

Proof. The estimate for the first term is a direct consequence of (4.14), together with the fact that \( S(w) < \infty \) and [20] Theorem 5.4, where the graded mesh (4.11) on the extended variable \( y \) is essential to recover near optimality. The bound for the second term is a consequence of the trace estimate (2.8).

As with a standard, unweighted, elliptic projection we can obtain improved estimates for the weighted elliptic projection \( G_{\mathscr{F}} \) in the \( L^2(\Omega) \) norm via duality.

PROPPOSITION 4.7 (\( L^2(\Omega) \)-approximation). If \( w \in \bar{H}_0^1(y^a, C_\gamma) \), \( S(w) < \infty \) and the mesh \( \mathscr{T}_\gamma \) is graded as in (4.11), then we have
\[
\| \text{tr}_\Omega(w - G_{\mathscr{F}} w) \|_{L^2(\Omega)} \lesssim |\log N|^2 s N^{-\frac{n+1}{n+2}} S(w), \tag{4.16}
\]
where \( N = \# \mathscr{T}_\gamma \) and \( S(w) \) is defined in (2.37).

Proof. Let \( E = w - G_{\mathscr{F}} w, e = \text{tr}_\Omega(w - G_{\mathscr{F}} w) \) and we denote by \( P_{\mathscr{F}_\Omega} : L^2(\Omega) \to \mathbb{U}(\mathscr{T}_\Omega) \) the standard \( L^2 \)-projection. With this notation \( \| e \|_{L^2(\Omega)} \lesssim \| e - P_{\mathscr{F}_\Omega} e \|_{L^2(\Omega)} + \| P_{\mathscr{F}_\Omega} e \|_{L^2(\Omega)} \). The estimate of the first term follows from standard polynomial interpolation and Hilbert space interpolation arguments
\[
\| e - P_{\mathscr{F}_\Omega} e \|_{L^2(\Omega)} \lesssim h_{\mathscr{F}_\Omega} \| e \|_{W^1(\Omega)} \lesssim h_{\mathscr{F}_\Omega} \| \nabla E \|_{L^2(y^a, C_\gamma)} \lesssim S(w) |\log N|^n N^{-\frac{n+1}{n+2}}.
\]

To estimate the remaining term we argue by duality. Let \( z \in \bar{H}_0^1(y^a, C_\gamma) \) solve
\[
a_{\gamma}(\phi, z) = \langle P_{\mathscr{F}_\Omega} e, \text{tr}_\Omega \phi \rangle, \quad \forall \phi \in \bar{H}_0^1(y^a, C_\gamma). \tag{4.17}
\]
Set \( \phi = E \). Using the definition of \( P_{\mathscr{F}_\Omega} \), that \( e = \text{tr}_\Omega E \) and (4.17), we obtain
\[
\| P_{\mathscr{F}_\Omega} e \|^2_{L^2(\Omega)} = a_{\gamma}(E, z) \lesssim \| \nabla(w - G_{\mathscr{F}} w) \|_{L^2(y^a, C_\gamma)} \| \nabla(z - G_{\mathscr{F}} z) \|_{L^2(y^a, C_\gamma)}.
\]
Applying Lemma 4.6 to \( z \), in conjunction with \( S(z) \lesssim \|P_{\mathcal{B}_0}e\|_{H^{1-\gamma}(\Omega)} \) [20, Theorem 2.7] for \( z \), we arrive at

\[
\|\nabla (z - G_{\mathcal{B}}z)\|_{L^2(y^\alpha,\mathcal{C}_\gamma)} \lesssim |\log N|^\alpha N^{-\frac{i\alpha}{1+\gamma}}S(z) \lesssim |\log N|^\alpha N^{-\frac{i\alpha}{1+\gamma}}\|P_{\mathcal{B}_0}e\|_{H^{1-\gamma}(\Omega)}.
\]

The inverse estimate \( \|P_{\mathcal{B}_0}e\|_{H^{1-\gamma}(\Omega)} \lesssim h_{\mathcal{B}_0}^\gamma \|P_{\mathcal{B}_0}e\|_{L^2(\Omega)} \) and Lemma 4.6 yield

\[
\|P_{\mathcal{B}_0}e\|_{L^2(\Omega)} \lesssim S(w)|\log N|^{2\alpha}N^{-\frac{i\alpha}{1+\gamma}},
\]

which implies the asserted estimate (4.16).

5. A fully discrete scheme for \( \gamma \in (0,1) \). Let us now describe a fully discrete numerical scheme to solve (4.4). The space discretization hinges on the finite element method on a truncated cylinder discussed in Section 3.1 for \( \gamma = 1 \) and in Section 3.2 for \( \gamma \in (0,1) \).

The fully discrete scheme computes the sequence \( V^0_{\mathcal{B}} \subset \mathcal{V}(\mathcal{B}) \), an approximation of the solution to problem (4.4) at each time step. We initialize the scheme by setting

\[
V^0_{\mathcal{B}} = \mathcal{L}_{\mathcal{B}_0}u_0,
\]

where \( \mathcal{L}_{\mathcal{B}_0} = G_{\mathcal{B}} \circ \mathcal{H}_\alpha \) and \( \mathcal{H}_\alpha \) is the \( \alpha \)-harmonic extension onto \( \mathcal{C}_\gamma \) (see Remark 4.2); notice that \( \text{tr}_\Omega V^0_{\mathcal{B}} = \text{tr}_\Omega G_{\mathcal{B}}v(\Omega) \).

For \( k = 0, \ldots, K - 1 \), let \( V^{k+1}_{\mathcal{B}} \in \mathcal{V}(\mathcal{B}) \) solve

\[
(\delta^\alpha \text{tr}_\Omega V^{k+1}_{\mathcal{B}}, \text{tr}_\Omega W) + a_\gamma(V^{k+1}_{\mathcal{B}}, W) = \langle f^{k+1}, \text{tr}_\Omega W \rangle, \quad \forall W \in \mathcal{V}(\mathcal{B}).
\]

The discrete operator \( \delta^\alpha \) is defined in (3.13) for \( \gamma \in (0,1) \) and in (3.1) for \( \gamma = 1 \). An approximate solution to problem (1.1) is given by the sequence \( U^\tau_{\mathcal{B}_0} \subset \mathcal{V}(\mathcal{B})_0 \):

\[
U^\tau_{\mathcal{B}_0} = \text{tr}_\Omega V^\tau_{\mathcal{B}}.
\]

As before, (5.1)–(5.2) is a discrete elliptic problem with dynamic boundary condition.

We have the following unconditional stability result.

**Lemma 5.1 (unconditional stability).** The discrete scheme (5.1)–(5.2) is unconditionally stable for all \( \gamma \in (0,1) \), i.e.,

\[
I^{1-\gamma}\|\text{tr}_\Omega V^\tau_{\mathcal{B}}\|_{L^2(\Omega)}^2(T) + \|V^\tau_{\mathcal{B}}\|_{L^2(y^\alpha,\mathcal{C}_\gamma)}^2 \lesssim \Lambda_\gamma(V^0_{\mathcal{B}}, f^\tau)^2,
\]

where \( I^0 \) is the identity according to Remark 3.9 (case \( \gamma = 1 \)).

**Proof.** Set \( W = 2\tau V^{k+1}_{\mathcal{B}} \) for \( \gamma = 1 \) and \( W = 2\Gamma(2 - \gamma)\tau^\gamma V^{k+1}_{\mathcal{B}} \) for \( 0 < \gamma < 1 \) in (5.2) and proceed as in Lemma 3.3 and Theorem 3.7, respectively.

Let us now obtain an error estimate for the fully discrete scheme (5.2). We split the error into the so-called interpolation and approximation errors [28, 28].

\[
v^\tau - V^\tau_{\mathcal{B}} = (v^\tau - G_{\mathcal{B}}v^\tau) + (G_{\mathcal{B}}v^\tau - V^\tau_{\mathcal{B}}) = \eta^\tau + E^\tau_{\mathcal{B}}.
\]

Property (4.15) implies that \( \eta \) is controlled near-optimally in energy

\[
\|\nabla \eta^\tau\|_{L^2(y^\alpha,\mathcal{C}_\gamma)} \lesssim |\log N|^{\alpha}N^{-1/(\alpha+1)}\|S(\eta^\tau)\|_{L^2(0,T)}.
\]

Estimate (2.30), Corollary 2.9 and Remark 4.4 imply that \( S(v) \in W^1_1(0,T) \), whence

\[
\|\nabla \eta^\tau\|_{L^2(y^\alpha,\mathcal{C}_\gamma)} \lesssim |\log N|^{\alpha}N^{-1/\alpha}\mathcal{S}(u_0,f),
\]

where
since $R(u_0, f) \leq B(u_0, f)$. Similar arguments, together with (4.16), allow us to conclude an approximation result in the $L^2$-norm for the trace

$$I^{1-\gamma} \| \text{tr}_\omega \eta^\tau \|_{L^2(\Omega)}(T) \lesssim |\log N|^{2s} N^{-\frac{s}{s+\gamma}} I^{1-\gamma} B(u_0, f)(T). \quad (5.7)$$

The error estimates for (5.1)–(5.2) read as follows.

**THEOREM 5.2** (error estimates: $\gamma \in (0, 1)$). Let $\gamma \in (0, 1)$, $v$ and $V_{\mathcal{F}_\gamma}$ solve (4.4) and (5.1)–(5.2), respectively. If $A(u_0, f), B(u_0, f) < \infty$ and $\mathcal{F}_\gamma$ verifies (4.11), then

$$[I^{1-\gamma} \| \text{tr}_\omega (v^\tau - V_{\mathcal{F}_\gamma}) \|_{L^2(\Omega)}(T)]^\frac{1}{2} \lesssim \tau^\theta A(u_0, f) + |\log N|^{2s} N^{-\frac{s}{s+\gamma}} B(u_0, f), \quad (5.8)$$

and

$$\| v^\tau - V_{\mathcal{F}_\gamma} \|_{L^2(\omega(\nu, \omega))} \lesssim \tau^\theta A(u_0, f) + |\log N|^{s} N^{-\frac{s}{s+\gamma}} B(u_0, f), \quad (5.9)$$

where $A$ and $B$ are defined in (2.43) and (2.49), respectively, $0 < \theta < \frac{1}{2}$, and the hidden constants blow up as $\theta \uparrow \frac{1}{2}$.

**Proof.** Using the continuous problem (4.4), the discrete equation (5.2), and the definition (4.12) of $G_{\mathcal{F}_\gamma}$, we arrive at the equation that controls the error:

$$(\delta^\gamma \text{tr}_\omega E^{k+1}_{\mathcal{F}_\gamma}, \text{tr}_\omega W)_{L^2(\Omega)} + a_{\mathcal{F}_\gamma}(E^{k+1}_{\mathcal{F}_\gamma}, W) = (\text{tr}_\omega \omega^{k+1}, \text{tr}_\omega W) \quad W \in \mathcal{V}(\mathcal{F}_\gamma), \quad (5.10)$$

where $\omega^{k+1} = \delta^\gamma G_{\mathcal{F}_\gamma} v(t_{k+1}) - \partial_s v(t_{k+1})$.

Estimate (5.4) applied to (5.10) yields

$$I^{1-\gamma} \| \text{tr}_\omega E^{k+1}_{\mathcal{F}_\gamma} \|_{L^2(\Omega)}(T) + \| E^{k+1}_{\mathcal{F}_\gamma} \|_{L^2(\omega(\nu, \omega))} \lesssim \| \text{tr}_\omega \omega^\tau \|_{L^2(\mathcal{H}^s(\Omega))},$$

because $\text{tr}_\omega E^0_{\mathcal{F}_\gamma} = 0$. We decompose $\omega^{k+1}$ as $\omega^{k+1} = \omega_1^{k+1} + \omega_2^{k+1}$ with

$$\omega_1^{k+1} := (\delta^\gamma v(t_{k+1}) - \partial_s v(t_{k+1})), \quad \omega_2^{k+1} := \delta^\gamma (G_{\mathcal{F}_\gamma} v(t_{k+1}) - v(t_{k+1})).$$

The first term is controlled using Proposition 3.6. For $\theta \in (0, \frac{1}{2})$ we have

$$\| \text{tr}_\omega \omega_1^\tau \|_{L^2(\mathcal{H}^s(\Omega))} \lesssim \tau^\theta A(u_0, f),$$

with a hidden constant that blows up as $\theta \uparrow \frac{1}{2}$. To estimate $\omega_2^{k+1}$ we use (3.6) and (3.13) to write

$$\omega_2^{k+1} = \frac{1}{\Gamma(2-\gamma)} \sum_{j=0}^k \frac{a_j}{\tau^j} \int_{I_{k-j}} (I - G_{\mathcal{F}_\gamma}) \partial_s v(s) \, ds,$$

and use Proposition 4.7 together with $\| \text{tr}_\omega \omega_2^{k+1} \|_{\mathcal{H}^s(\Omega)} \lesssim \| \text{tr}_\omega \omega_2^{k+1} \|_{L^2(\Omega)}$ to obtain

$$\| \text{tr}_\omega \omega_2^{k+1} \|_{\mathcal{H}^s(\Omega)} \lesssim \frac{\tau^{1-\gamma}}{\Gamma(2-\gamma)} |\log N|^{2s} N^{-\frac{s}{s+\gamma}} \sum_{j=0}^k \frac{a_j}{\tau^j} \int_{I_{k-j}} S(\partial_s v(s)) \, ds.$$

If $Z^\tau := \{ \int_{I_{j}} S(\partial_t v(s)) \, ds \}_j^{j=k-1}$, then the definition of the fractional integral (2.1) in conjunction with (3.6) implies

$$\| \text{tr}_\omega \omega_2^{k+1} \|_{\mathcal{H}^s(\Omega)} \lesssim |\log N|^{2s} N^{-\frac{s}{s+\gamma}} I^{1-\gamma} Z^\tau(t_{k+1}).$$
We recall that, according to (2.50) and Remark 4.4, $\{S(\partial_t v(s))\} \lesssim s^{-1} B(u_0, f)$. We argue with $Z^\tau$ as in Corollary 2.9 to obtain

$$\|I^{1-\gamma} Z^\tau\|_{L^2(0,T)} \lesssim \|Z^\tau\|_X$$

where $X = L^2(0,T)$ if $\gamma \in (\frac{1}{2}, 1)$ and $X = L \log L(0,T)$ if $\gamma \in (0, \frac{1}{2}]$. We next use that local averages are continuous in $X$ to deduce

$$\|\text{tr}_\Omega \omega^\tau_{Z^\tau}\|_{L^2(\Omega)} \lesssim |\log N|^{2s} N^{-\frac{1+\gamma}{2\gamma}} B(u_0, f).$$

Collecting all the previous estimates together with (5.6) and (5.7), allows us to obtain the desired results.

Remark 5.3 (estimate for $u$: $\gamma \in (0, 1)$). In the framework of Theorem 5.2 and in view of (4.6), we deduce the following error estimates for $u$

$$\left[\|I^{1-\gamma}(u^\tau - U^\tau)\|_{L^2(0,T)}^2\right]^{\frac{1}{2}} \lesssim \tau^\theta A(u_0, f) + |\log N|^{2s} N^{-\frac{1+\gamma}{2\gamma}} B(u_0, f) + e^{-\sqrt{\frac{1}{2}} A_\gamma(u_0, f)},$$

$$\|u^\tau - U^\tau\|_{L^2(0,T)} \lesssim \tau^\theta A(u_0, f) + |\log N|^{2s} N^{-\frac{1+\gamma}{2\gamma}} B(u_0, f) + e^{-\sqrt{\frac{1}{2}} A_\gamma(u_0, f)},$$

where $0 < \theta < \frac{1}{2}$ and $A, B$ and $A_\gamma$ are defined by (2.43), (2.49) and (4.1), respectively.

To conclude we establish error estimates for $\gamma = 1$. Denote

$$C(u_0, f) = \|u_0\|_{H^2(\Omega)} + \|f\|_{BV(0,T;L^2(\Omega))}.$$

The estimates read as follows.

Theorem 5.4 (error estimates: $\gamma = 1$). Let $\gamma = 1$, $v$ and $V_{\gamma}^\tau$ solve (4.4) and (5.1)--5.2, respectively. If $V_{\gamma}$ is graded according to (4.11), then

$$\|\text{tr}_\Omega (v^\tau - V_{\gamma}^\tau)\|_{L^\infty(L^2(\Omega))} \lesssim \tau C(u_0, f) + |\log N|^{2s} N^{-\frac{1+\gamma}{2\gamma}} \|S(v_t)\|_{W^1_1(0,T)},$$

$$\|v^\tau - V_{\gamma}^\tau\|_{L^2(\Omega \times (0,T))} \lesssim \tau C(u_0 f) + |\log N|^{2s} N^{-\frac{1+\gamma}{2\gamma}} \|S(v_t)\|_{W^1_1(0,T)},$$

where the hidden constants are independent of the data, $N$ and $\tau$.

Proof. The proof is standard and relies on the arguments developed in Theorem 3.11, Theorem 5.2 and [22] Theorem 3.20.
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