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Abstract. We extend some of the classical results of the theory of multires-
olution analysis (MRA) frames to Euclidean space Rd; d > 1; and provide
relevant examples. In the process, we use the theory of shift-invariant sub-
spaces to bring new insights to the theory of frame multiresolution analysis.
In particular, we establish an analogue of the Mallat-Meyer algorithm for mul-
tidimensional MRA frames when the measure of a set related to the spectrum
of the core subspace V0 of the FMRA is zero.

1. Introduction

Frames were introduced in the 1950s to deal with problems in nonharmonic
Fourier series [16]. They are an appropiate tool to deal with problems where redun-
dancy, robustness, oversampling, and/or nonuniform sampling play a role. There
are di¤erent techniques to construct wavelet frames (e.g., Generalized Multiresolu-
tion Analysis, Extension Principles, etc. [1, 2, 15, 19, 20, 25, 26, 27, 28]). We shall
use the frame multiresolution analysis (FMRA) technique, which, although elemen-
tary and limited, allows us to accomplish our goal of constructing a multidimen-
sional Mallat-Meyer algorithm for MRA frames by tensor products [3, 24, 14]. This
theory depends on the measure theoretic properties of particular sets associated
with natural periodizations. This measure theoretic point of view �rst appeared in
[7] and [22], independently.
A feature that makes FMRAs potentially useful in signal processing is the fact

that the perfect reconstruction �lter banks associated to them can be narrow band,
whence FMRA �lter banks can achieve quantization noise reduction simultaneously
with reconstruction of a given narrow-band signal [4, 5, 6, 7].
Section 2 gives some de�nitions and preliminary results. In section 3 we brie�y

discuss shift-invariant subspace theory.
In sections 4 and 5 we generalize the main results of the theory of FMRA proved

in [6, 7]. The main results are Theorems 4-7 in section 4 and Theorems 8 in section
5. Section 6 is devoted to the construction of wavelet frames for L2

�
Rd
�
in the

spirit of Mallat-Meyer algorithm.
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Theorems 4-7 provide the equations neccesary to state quantitative su¢ cient
conditions in order that an FMRA should give rise to a wavelet frame for L2

�
Rd
�
.

In fact, Theorem 7, which summarizes Theorems 4-6, gives su¢ cient conditions for
translates of a given �nite set of functions to be a wavelet frame for a basic subspace
W0 of L2

�
Rd
�
.

Theorem 8 was proved independently by Benedetto and Treiber [7], and Kim et
al. [21, 22]. It states that a neccesary and su¢ cient condition to obtain wavelets
by a generalized Mallat-Meyer algorithm is that a set related to the spectrum of
the core subspace V0 of the FMRA should have measure zero.

2. Definitions and preliminaries

2.1. De�nitions.
� The Fourier transform bf : bRd �! C of f 2 L1

�
Rd
�
is de�ned by

8 2 bRd; bf () = Z
Rd
f (x) e�2�ix�dx:

bRd is Rd considered as the spectral domain of the Fourier transform, and
x �  denotes the standard inner product on Rd � bRd: The map f ! bf
restricted to L1

�
Rd
�
\ L2

�
Rd
�
extends to a unitary map on L2

�
Rd
�
:

� A frame for a separable Hilbert space H is a sequence ffigi2I � H; where
I is a countable index set, for which there are constants A;B > 0 such that

8f 2 H; Ajjf jj2 �
X
i2I
j hf; fii j2 � Bjjf jj2:

� A Riesz basis or exact frame is a sequence ffigi2I � H; for which there are
constants A;B > 0 such that

A
X
n

jcnj2 �
X
n

cnfn


2

� B
X
n

jcnj2 :

for all sequences fcng with �nite number of nonzero entries.
� We de�ne the map X in the following way: for f 2 L2

�
Rd
�
;

X (f) () =
n bf ( + k)o

k2Zd
:

Then X (f) () 2 l2
�
Zd
�
for almost every  in bRd:

� The periodization of jb'j2 is de�ned as � ()= kX (') ()k2l2(Zd).
� �y is the translation operator de�ned by �yf (x) = f (x� y) :

Remark 1. It is clear that if ' 2 L2
�
Rd
�
; then �2L1

�
Td
�
; and k�kL1(Td) =

k'k2L2(Rd) by the Parseval-Plancherel theorem.

De�nition 1. A frame multiresolution analysis (FMRA) (Vj ; ')j2Z of L2(Rd) is an
increasing sequence of closed linear subspaces Vj � L2(Rd) and an element ' 2 V0
for which the following hold:

(1) [jVj = L2(Rd) and \Vj = f0g;
(2) f 2 Vj () Df 2 Vj+1; where Df(x) = 2d=2f(2x);
(3) 8k 2 Zd; f 2 V0 () �kf 2 V0;
(4) f�k' : k 2 Zdg is a frame for V0:
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� A0
�
Zd
�
is the linear space of all sequences of Fourier coe¢ cients of bounded

periodic functions. It is called the space of pseudomeaures on Zd:
� L1 is the linear space of measurable functions f : Rd �! C for which

9B = B (f) such that
X
n2Zd

j�nf j � B a.e.

2.2. Preliminaries. For ' 2 L2(Rd); let V0 = spanf�n' : n2Zdg be the closed
linear span of the sequencef�n'gn2Zd : Then it is elementary to prove that f�n'g
is an exact frame (or a Riesz basis) for its closed linear span if and only if there
exist constants A;B; with 0 < A � B <1 for which

A � � � B a.e.

A similar result is true for frames of translates [4, 7, 12, 13, 28]. In order to
state this latter result we use the�pullback�notation [f > 0] to designate the set of
points x in the domain of f for which f is positive. Then f�n'gn2Zd is a frame for
its closed linear span if and only if there exist constants A;B; with 0 < A � B <1
for which

A � � � B a.e. on [� > 0] :
This result can be generalized in the case of several 'is in terms of the Gramian

matrix

GX () =

0@X
n2Zd

c'k ( � n)c'j ( � n)
1A
1�k;j�N

= (hX ('k) () ;X ('j) ()i)1�k;j�N ,

where X = f'igNi=1. Let m () ;m+ () ; and M () be the smallest, smallest posi-
tive, and largest eigenvalues ofGX () ; respectively. Then

�
�n'i : n 2 Zd; 1 � i � N

	
is a frame for its closed linear span if and only if there exist constants A;B; with
0 < A � B <1 for which

A � m+ () �M () � B a.e.

in a particular set called the spectrum of spank2Zd f�k' : ' 2 Xg [8, 9, 10, 11]. The
de�nition of spectrum will be given in section 3. In the case that the translations
of elements of X form a Riesz basis, m+ () can be replaced by m () ; and the
inequality holds a.e.

3. Shift invariant subspaces

We shall use the shift-invariant approach in section 5 to prove Theorem 8. Here
are the main concepts and de�nitions needed for Theorem 8. For more details about
the shift-invariant subspace theory see [8, 9, 10, 11, 17].

If W � L2
�
Rd
�
and  2 bRd, we set

X (W ) () = f(X (f)) () : f 2Wg ;
and hence X (W ) () � l2

�
Zd
�
for almost all . If W � L2

�
Rd
�
is a linear subspace

of L2
�
Rd
�
; then, by the linearlity of X , X (W ) () is a linear subspace of l2

�
Zd
�
:

SpX ; (W ) is de�ned to be

SpX ; (W ) = span f(X (f)) () : f 2Wg :
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For W � L2
�
Rd
�
; we de�ne S (W ) as

S (W ) = spank2Zd f�kf : f 2Wg ,

the shift-invariant space generated by W: IfW is a �nite set, we say that S = S (W )
is a �nitely generated shift-invariant space (FSI). The length of a shift-invariant
subspace S is de�ned to be len S = min card fW : S = S (W )g. For S a shift-
invariant subspace of L2

�
Rd
�
; the spectrum of S; � (S) ; is de�ned by

� (S) =
�
 2 Td : dimSpX ; (W ) > 0

	
,

where dim indicates dimension. Note that � (V0) = [� > 0] =
�
 2 Td : � () > 0

	
for the case of an FMRA. Let H be a Hilbert space and let F be a linear subspace
of H: Then F?; the orthogonal complement of F on H; is de�ned as

F? = fx 2 H : 8f 2 F; hx; fi = 0g :

The continuity of the inner product implies that F? is a closed linear subspace of
H: We now state some results which we shall need in section 5.

Theorem 1. Let S be a �nitely generated shift-invariant space and let T be a
shift-invariant subspace of S: Then T? is also shift-invariant and, for almost every
 2 bRd,

X (S) () = X (T ) ()
M

X
�
T?
�
() :

Theorem 2. Given any FSI S; there is a �nite subset W � L2
�
Rd
�
, for which the

multi-integer translates of W are a frame for S:

Theorem 3. For a shift-invariant subspace S � L2
�
Rd
�
; we have

len S = ess-sup
�
dimX (S) () ;  2 Td

	
:

The map DS () = dimX (S) () is the dimension function of the subspace S:

These theorems together with their proofs can be found in [8], [28], and [9],
respectively.

4. FMRA Frames

The following results are well known for the case d = 1; see [6, 7]. The equations
in these results are the key for the construction of FMRA frames.

Theorem 4. Let (Vj ; ') be an FMRA, let ! = f 1; :::;  mg � W0, the orthogonal
complement of V0 in V1; and set  0 = ':

(1) If [k2Zd�k! = f�k p : 1 � p � m; k 2 Zdg de�nesW0; i.e., span ([k2Zd�k!) =
W0, then there are g0; :::; gm 2 l2

�
Zd
�
such that

(4.1) 8n2Zd; ' (2x� n) =
mX
p=0

X
k2Zd

gp (2k � n) p (x� k) in L2(Rd):

(2) If there are g0; :::; gm 2 A0
�
Zd
�
such that (4.1) is valid, and if kX ( p) ()k2l2(Zd)

is essentially bounded for each 1 � p � m, i.e., each c p2 2 L1; then
[k2Zd�k! is a frame for W0:
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Proof. Any f 2 V1 can be written uniquely as f0 + k0; with f0 2 V0 and k0 2 W0:
For each m 2 Zd and for each u2f0; 1gd; ' (2x� 2m� u) is an element of V1: Since
[k2Zd�k! = f�k p : 1 � p � m; k 2 Zdg generates W0; and since [k2Zd�k' is a
frame for V0; there exists a set

�
gi;u 2 l2

�
Zd
�
: 0 � i � m;u2f0; 1gd

	
such that for

each m � 0 and each u2f0; 1gd; we have

' (2x� 2m� u) =
mX
p=0

X
k2Zd

gp;u (k �m) p (x� k) :

Now, de�ne fgpgmp=0 by means of the formula

gp (2k + u) = gp;u (k) ; 0 � p � m; u2f0; 1gd; k 2 Zd:

If n = 2l + u; n; l 2 Zd; u2f0; 1gd; then

' (2x� n) = ' (2x� 2l � u) =
mX
i=0

X
k2Zd

gp;u (k � l) p (x� k)

=

mX
p=0

X
k2Zd

gp (2k � 2l � u) p (x� k)

=

mX
p=0

X
k2Zd

gp (2k � n) p (x� k) in L2(Rd):

Thus, the proof of (1) is complete.
Next, assume that the hypotheses of part (2) hold. For each f 2W0 � V1; there

is fc (n)gn2Zd 2 l2
�
Zd
�
such that

f (x) =
X
n2Zd

c (n)' (2x� n)

=
X

u2f0;1gd

X
k2Zd

c (2k + u)' (2x� 2k � u) :

The previous equation is equivalent tobf () = X
k2Zd

2�d
X

u2f0;1gd
c (2k + u) b' �2 � e�2�ik�e��iu�

=
X

u2f0;1gd
2�d

24X
k2Zd

c (2k + u) e�2�ik�

35 e��iu� b' �2 �(4.2)

=
X

u2f0;1gd
e��iu� b' �2 �Cu () in L2(bRd);

where Cu () = 2�d
P

k2Zd c (2k + u) e
�2�ik� 2 L2(Td); and where the convergence

in L2(bRd) is in terms of the partial sums of the Cu by the Parseval-Plancherel
theorem. If we take the Fourier transform of (4.1), we obtain for n = 2l + u;
u2f0; 1gd, and l 2 Zd; that

' (2x� 2l � u) =
mX
p=0

X
k2Zd

gp (2 (k � l)� u) p (x� k)
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if and only if

2�d b' �2 � e�2�il�e��iu� = mX
p=0

24X
k2Zd

gp (2 (k � l)� u) e�2�ik�
35c p () :

Hence,

b' �2 � e��iu� = 2d mX
p=0

24X
k2Zd

gp (2 (k � l)� u) e�2�i(k�l)�
35c p ()

=
mX
p=0

Gp;u ()c p () ;
where Gp;u () = 2d

P
k2Zd gp (2k � u) e�2�ik� 2 L2(Td); for all p; u; and the con-

vergence in L2(bRd) is in terms of the partial sums of the Gp;us: Substituting into
equation (4.2), we have

bf () = X
u2f0;1gd

�
e��iu� b' �2 ��Cu ()

=
X

u2f0;1gd

0@ mX
j=0

Gp;u ()c j ()
1ACu ()

=
mX
p=0

0@ X
u2f0;1gd

Gp;u ()Cu ()

1Ac j ()
=

mX
p=0

Ep ()c p () ;
where Ep () =

P
u2f0;1gd Gp;u ()Cu () :Using the hypothesis that gp 2 A0

�
Zd
�
; 0 �

p � m; we see that Ep 2 L2(Td): Now, for N 2 N, we de�ne

bfN () = mX
p=0

24 X
jnj�N

E_p (n) e
�2�in�

35c p () = mX
p=0

ENp ()
c p () ;

where ENp () =
P

jnj�N E
_
p (n) e

�2�in� (the N-th symmetric partial sum of Ep ());

n=(n1; :::; nd) 2 Zd; and jnj =
Pd

i=1 jnij: Clearly, bfN 2 L2(bRd) and
lim
N!1

jjcfN � bf jjL2(bRd) = 0;



CHARACTERIZATION OF MRA FRAMES IN HIGHER DIMENSIONS 7

since each c p2 2 L1 and since

jjcfN � bf jjL2(bRd) � mX
p=0

jjc p �Ep � ENp � jjL2(bRd)
=

mX
p=0

X
n2Zd

 Z
[0;1]d

�njc pj2 ��Ep � ENp ��2
! 1

2

=
mX
p=0

jj
p
�p
�
Ep � ENp

�
jjL2(Td)

�
mX
p=0

jj
p
�pjjL1(Td)jj

�
Ep � ENp

�
jjL2(Td);

where �p = P
�
jc pj2� ; 0 � p � m: Hence, the Parseval-Plancherel theorem implies

that

f =
mX
p=0

X
n2Zd

E_p (n) �n p in L
2(Rd):

Because f 2W0;
P

n2Zd E
_
0 (n) �n 0 =

P
n2Zd E

_
0 (n) �n' = 0: Hence,

f =
mX
p=1

X
n2Zd

E_p (n) �n p in L
2(Rd);

where
�
E_p (n)

	
n2Zd 2 l2

�
Zd
�
; for p 2 f1; :::;mg. So far we have proved that

[k2Zd�k! generates W0: This mean that the linear operator T �W0
: l2
�
Zd
�
! W0;

T �! (fckg) =
Pm

p=1

P
k ck�k p; is a surjection ontoW0. Its adjoint, TW0

; is bounded

since c p2 2 L1; 1 � p � m. This implies that T �W0
is also bounded. The open

mapping theorem guarantees that T �W0
is also bounded below on N

�
T �W0

�?
, since

the restriction of this map to N
�
T �W0

�?
is an invertible operator. It follows that

[k2Zd�k! is a frame for W0 (see Proposition 3.4 in [7]). �

Theorem 5. Let H0 2 L1
�
Td
�
; and let (Vj ; ') be an FMRA, where H0 and '

satisfy

(4.3) b'() = H0

�
2

� b'�
2

�
a.e. in L2(bRd):

De�ne W0 as the orthogonal complement of V0 in V1: Further, for fh1 [n]g 2
l2
�
Zd
�
; let ch1 = H1 2 L2

�
Td
�
; and let  2 V1 be de�ned as

(4.4) b () = H1

�
2

� b'�
2

�
a.e: in L2(bRd):

Then  2W0 if and only if

(4.5)
X

u2f0;1gd
�u
2

�
H1H0�

�
= 0 a.e. in L2(Td):
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Proof. Set ek () = e�2�ik� : Then  2 V ?0 (in V1)

() 8k 2 Zd;
D b ; ek b'E = h ; �k'i = 0

() 8k 2 Zd;


H1

� �
2

� b' � �2� ; ekH0

� �
2

� b' � �2�� = 0
() 8k 2 Zd; hH1 b'; e2kH0 b'i = 0
() 8k 2 Zd;

Z
Rd
H1H0jb'j2e2k = 0

() 8k 2 Zd;
Z
[� 1

2 ;
1
2 ]
d
H1H0�e2k = 0

() 8k 2 Zd;
X

u2f0;1gd

Z
[0; 12 ]

d
�u
2

�
H1H0�

�
e2k = 0

()
Z
[0; 12 ]

d

X
u2f0;1gd

�u
2

�
H1H0�

�
e2k = 0:

The result follows by the L1� uniqueness theorem for Fourier series. �

Remark 2. After periodizing the modulus squared of (4.3), equation (4.3) is equiv-
alent to the following equation:

(4.6) � =
X

u2f0;1gd
��u

2

h�
jH0j2 �

�� �
2

�i
:

This equation will be needed for a remark after Theorem 8 of section 5.

Theorem 6. Let (Vj ; ') be an FMRA, let H0 2 L1(Td) satisfy b'() = H0

�

2

� b' �2 �
in L2(bRd), and let ! = f 1; :::;  mg � W0 and Hp 2 L2(Td); 1 � p � m, satisfyc p () = Hp

�

2

� b' �2 � in L2(bRd). Suppose that bgp = Gp 2 L1(Td); 0 � p � m:
Then (4.1) holds if and only if

(4.7) 8u 2 f0; 1gd;
mX
p=0

�� 1
2u
(Hp�)Gp = �� (0; u) :

Here, � (0; u) is the Kronecker delta.

Proof. Equation (4.1) is equivalent to the following equation:

8 n 2 Zd; b'() = 2d mX
p=0

X
k2Zd

gp (2k � n) e�2�i(2k�n)�c p (2)
= 2d

mX
p=0

X
k2Zd

gp (2k � n) e�2�i(2k�n)�Hp () b'().(4.8)
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Adding these equations over all v 2 f0; 1gd we obtain

2d b'() = 2d mX
p=0

X
v2f0;1gd

X
k2Zd

gp (2k � v) e�2�i(2k�v)�Hp () b'()
= 2d

mX
p=0

X
q2Zd

gp (q) e
�2�iq�Hp () b'()

= 2d
mX
p=0

Gp ()Hp()b'():
Here, Gp () =

P
q2Zd gp (q) e

�2�iq� ; 0 � p � m: The second equality follows from

the fact that any q 2 Zd can be written as 2k � v; where k 2 Zd and v 2 f0; 1gd

are uniquely determined. Now, let v 2 f0; 1gd and u 2 f0; 1gd n f0g be �xed.
Multiplying (4.8) by e��iv�u; we have

b'()e��iv�u = 2d mX
p=0

X
k2Zd

gp (2k � v) e�2�i(2k�v)�e��iv�uHp () b'()
= 2d

mX
p=0

X
k2Zd

gp (2k � v) e�2�i(2k�v)�(�
u
2 )Hp () b'():

On the other hand,
P

v2f0;1gd e
��iv�u = 0 for a �xed u 2 f0; 1gd n f0g since

e��iv�u = (�1)v�u : In fact,
P

v2f0;1gd e
��iv�u =

P
v2f0;1gd (�1)

v�u
; and so, for a

�xed u 2 f0; 1gd n f0g ; half of the fv � ugv2f0;1gd are even and half are odd, and so
the original sum of exponentials is zero. Hence,

0 = (
X

v2f0;1gd
e��iv�u)b'()

= 2d
mX
p=0

X
v2f0;1gd

X
k2Zd

gp (2k � v) e�2�i(2k�v)�(�
u
2 )Hp () b'()

= 2d
mX
p=0

X
q2Zd

gp (q) e
�2�iq�(�u

2 )Hp () b'()
= 2d

mX
p=0

Gp( �
u

2
)Hp()b'()

= 2d
mX
p=0

Gp (�)Hp(� +
u

2
)b'(� + u

2
):

Summarizing the previous calculations, we have veri�ed that

(4.9) b�(�) = mX
p=0

Gp (�)Hp(�)b'(�); a.e. � 2 bRd
and

(4.10) 0 =
mX
p=0

Gp (�)Hp(� +
u

2
)b'(� + u

2
); a.e. � 2 bRd
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are equivalent to (4.1).
To prove the theorem, assume (4.1), i.e., assume (4.9) and (4.10). Multiplying

(4.9) and (4.10) by b'(�) and b'(� + u
2 ); respectively, we obtain

jb�(�)j2 = mX
p=0

Gp (�)Hpj(�)jb'(�)j2 a.e. � 2 bRd
and

0 =
mX
p=0

Gp (�)Hp(� +
u

2
)jb'(� + u

2
)j2; a.e. � 2 bRd.

By the periodicity of the Gps and theHps, the change of variable � ! �+k produces

jb'(� + k)j2 = mX
p=0

Gp (�)Hp(�)jb'(� + k)j2; a.e. � 2 bRd
and

0 =
mX
p=0

Gp (�)Hp(� +
u

2
)jb'(� + k + u

2
)j2; a.e. � 2 bRd.

Summing over all k in Zd; we have

�(�) =
mX
p=0

Gp (�)Hp(�)�(�); a.e. � 2 bRd
and

0 =
mX
p=0

Gp (�)Hp(� +
u

2
)�(� +

u

2
); a.e. � 2 bRd;

i.e.,
mX
p=0

�� 1
2u
(Hp�)Gp = �� (0; u) ; a.e. on Td:

This proves the�only if�part.
Conversely, if equation (4.7) has a solution Gp 2 L1(Td); 0 � p � m; then

1 =

mX
p=0

Gp (�)Hp(�); a.e. � 2 [� > 0]

and

0 =
mX
p=0

Gp (�)Hp(� +
u

2
); a.e. � 2

�
��u

2
� > 0

�
:

Clearly, b'(�) 6= 0 implies that �(�) 6= 0; and therefore [b' 6= 0] � [� > 0] and�
��u

2
' 6= 0

�
�
�
��u

2
� > 0

�
: This implies that the previous two equations hold a.e.

on [�>0] and on
�
��u

2
� > 0

�
, respectively. This yields (4.9) and (4.10), and, hence,

the proof is complete. �

Combining Theorems 4 and 6 we obtain the following result:

Theorem 7. Let (Vj ; ') be an FMRA, let ! = f 1; :::;  mg � W0; and let Hp;

0 � p � m; be as above. Assume that c p2 2 L1; 1 � p � m: If there arebgp = Gp 2 L1(Td); 0 � p � m; such that (4.7) holds, then [k2Zd�k! is a frame
for W0:
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Once we have a frame for W0; standard methods can be used to construct an
FMRA frame for all of L2(bRd), e.g., [4, 5, 6, 7, 13, 15, 21, 22, 23, 28].
5. Measure-theoretic criterion for wavelets and a Mallat-Meyer

type algorithm

The main idea of FMRAs is to apply the ideas of classical multiresolution analy-
sis to contruct wavelet frames by means of a generalized Mallat-Meyer algorithm.
Theorem 8 is a characterization of when such a construction is possible. As will be
seen, this construction is not always guaranteed, but depends solely on the measure
properties of a certain set which is intimately related to the spectrum of V0: On the
other hand, for the one dimensional case, H. O. Kim et al. construct two wavelets
generating L2 (R) independently of the measure of the aforementioned set [22].
In [6], Benedetto and Li applied the theory of FMRAs to the analysis of narrow

band signals. Then, in [7], Benedetto and Treiber presented the main results of the
theory of FMRAs from a functional analytic perspective. The proof of the main
result in [7] gives a recipe for constructing wavelet frames when a natural measure
theoretic criterion is satis�ed, see Theorem 8. In this case, the construction in
[7] can be extended to Rd; for d > 1, by tensor products: We shall make this
construction in section 6.

Theorem 8. Suppose (Vj ; ') is an FMRA of L2(Rd); and let H0 2 L1(Td) have
the property that b'(2) = H0 () b' () a.e. Set

� =
n
2Td : �(2) = 0; �

�
 +

u

2

�
> 0; u2f0; 1gd

o
.

Then, there is a set of wavelet functions ! = f 1; :::;  mg � W0, m � 2d � 1, for
which the translations of ! are a frame for W0 if and only if j�j = 0.

Proof. (H. O. Kim, R. Y. Kim, J. K. Lim)
(a) We shall show that len V1 � 2d. We know that V0 = span

�
�k' : k 2 Zd

	
.

Now, V1 = DV0 which implies that V1 = span
�
D�k' : k 2 Zd

	
. The relations

8k 2 Zd, D�2k = �kD give us

D�2k+u' = D�2k�u' = �kD�u' = �k'u; k 2 Zd, u 2 f0; 1gd .

Here we are using the fact that every n 2 Zd can be written uniquely in the form
2k + u, with k 2 Zd and u2f0; 1gd. Also, 'u = D�u'. Therefore,

V1 = span
n
�k'u : k 2 Zd; u 2 f0; 1gd

o
.

since card f0; 1gd is 2d, len V1 � 2d.
(b) We shall show that len V0 � 1: From ' (2) = H0 ()' (), we obtain

X (V0) () = span
� �

H0

�
1

2
( � k)

� b'�1
2
( � k)

��
k2Zd

�
which implies that X (V0) () is at most one dimensional :
(c) The�k th component of X ('u) () is given by 2�

d
2 e�2�iu�

1
2 (�k) b' � 12 ( � k)�

so that

X (V1) () = span
� �

e�2�iu�
1
2 (�k) b'�1

2
( � k)

��
k2Zd

: u 2 f0; 1gd
�
:
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If we compute,

(X ('u) ())�k = b'u ( � k) =\D�u' ( � k) = Z 2
d
2' (2x� u) e�2�ix�(�k)dx

=

Z
2�

d
2' (y) e�2�i

1
2 (y+u)�(�k)dy =

Z
2�

d
2' (y) e�2�i

1
2u�(�k)e�2�i

1
2y�(�k)dy

= 2�
d
2 e�2�i

1
2u�(�k)

Z
' (y) e�2�iy�

1
2 (�k)dy = 2�

d
2 e�2�iu�

1
2 (�k) b'�1

2
( � k)

�
:

(d) We now compute � (V1) : For c 2 l2
�
Zd
�
de�ne

cu (k) =

�
c (k) if k = 2m+ u; m 2 Zd;
0 otherwise.

Two multi-integers m;n are congruent mod f0; 1gd if they have the same multi-
remainder u 2 f0; 1gd, i.e., if m = 2k1 + u and n = 2k2 + u where k1; k2 2 Zd and
u 2 f0; 1gd. It follows that c =

P
u2f0;1gd

cu and

hcu; cvi = � (u; v) kcuk2 ;
where � is the Kronecker delta. Hence,�

e�2�iu�
1
2 (�k) b'�1

2
( � k)

��
k2Zd

=

�
e�iu�ke��iu� b'�1

2
( � k)

��
k2Zd

= e��iu�
X

v2f0;1gd
e�iu�vcv; ;

where c (k) = b' � 12 ( � k)� and cv; is de�ned as above (only the v-congruent
entries survive). Therefore, X (V1) () = span

n
cu; : u 2 f0; 1gd

o
and

� (V1) =
�
 2 Td : dimX (V1) () > 0

	
=
�
 2 Td : at least one cu; 6= 0

	
:

On the other hand cu; 6= 0 implies that kck2 =
P

u2f0;1gd
kcu;k2 > 0 by the

Pythagorean theorem. We compute

� (V1) =
n
 2 Td : kck2 > 0

o
=

8<: 2 Td : X
k2Zd

����b'�2 � 2k + u2

�����2 > 0; for some u
9=;

=

8<: 2 Td : X
k2Zd

���b'�
2
� u

2
+ k
����2 > 0; for some u

9=;
=
n
 2 Td : �

�
2
� u

2

�
> 0; for some u

o
=
n
 2 Td : �

�
2
+
u

2

�
> 0; for some u

o
:

If we now de�ne H0;u = H0

�

2 �

u
2

�
, then,�

H0

�
1

2
( � k)

� b'�1
2
( � k)

��
k2Zd

=
X

u2f0;1gd
H0;ucu;
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because H0 is 1-periodic in each variable. Hence,

X (V0) () = span

8<: X
u2f0;1gd

H0;ucu;

9=; � span
n
cu; : u 2 f0; 1gd

o
= X (V1) () :

(e) � = 1
2

n
 2 Td : dimX (V1) () = 2d and 8u2f0; 1gd ; H0;u = 0

o
: If we de-

�ne �j :=
�
 2 Td : DV1 () = dimX (V1) () = j:

	
; 1 � j � 2d; then,

� (V1) =
S
j�j ;

a disjoint union. If  2 �2d and H0;u = 0 for every u2f0; 1gd ; then we have that
X (V0) () = f0g and X (W0) () = X (V1) () : Hence, DW0

() = dimX (W0) () =
2d; since DV1 () = dimX (V1) () = 2d ( 2 �2d). Now,

� =
n
 2 �2d : 8u2f0; 1gd ; H0;u = 0

o
=
n
 2 �2d : 8u2f0; 1gd ; H0

�
2
� u

2

�
= 0
o

=
n
 2 �2d : 8u2f0; 1gd ; H0

�
2
+
u

2

�
= 0
o

=
n
 2 Td : 8u2f0; 1gd ; � () = 0;�

�
2
+
u

2

�
> 0
o

=
n
2� 2 Td : 8u2f0; 1gd ; � (2�) = 0;�

�
�+

u

2

�
> 0
o
= 2�:

Hence, j�j = 2d j�j, which implies that j�j > 0 if and only if j�j > 0: It is now clear
that if j�j > 0; then DW0

() = 2d in a subset of Td with positive measure. Further,
because of the way � is de�ned, at least 2d wavelets are necessary, since in this
case, len W0 = 2

d. Now, applyng Theorems 1, 2, and 3 concerning shift-invariant
subspaces, we obtain the result. �

Remark 3. The equation (4.6),

� (2) =
X

u2f0;1gd
jH0j2

�
 +

u

2

�
�
�
 +

u

2

�
,

is true a.e. The left side of this equation is zero in �; and �
�
 + u

2

�
> 0 in �.

Hence, H0

�
 + u

2

�
= 0, i.e.,

� �
n
 2 Td : 8u2f0; 1gd ; H0

�
 +

u

2

�
= 0
o
:

In other words, � can be seen as a subset of the zero set of the low pass �lter H0

with the additional geometric condition that its elements  also have the property
that  + u

2 is a zero of H0: This observation can also be obtained from the proof of
the previous theorem (see part (e) in the proof of Theorem 8).

Because of the conclusions of Theorem 7 and Theorem 8, it seems reasonable to
point out the distinction between these two results. Theorem 7 provides su¢ cient
conditions in terms of equations (4.1) and (4.7) developed in section 4, that a �nite
sequence of elements is a frame of W0. Theorem 8 provides necessary and su¢ cient
conditions for the existence of such generators by a measure theoretic criterion.
Theorem 8 is an existence theorem and and Theorem 7 can be view as part of a
recipe to give explicitly the generators.
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6. Tensors

The following calculation allows one to construct a frame of translates in higher
dimensions by means of tensor products. It is a special case of a result found in
[18].

Lemma 1. Let f�k'gk2Z and f�k'0gk2Z be two frames for L2 (R) with frame
bounds 0 < A � B <1 and 0 < A0 � B0 <1 respectively, then f�m ('
 '0)gm2Z2
is a frame for L2

�
R2
�
with frame bounds AA0 and BB0:

Proof. Consider a function of the form f =
Pn

i=1 �i1Ai�Bi
; where the Ai � Bi

are disjoint measurable rectangles. The set of functions of this form is dense in
L2
�
R2
�
: Now, lets compute:X

m2Z2
jhf; �m ('
 '0)ij2 =

X
k2Z2

����ZZ
R2
f (x; y) �k ('
 '0) (x; y) dxdy

����2 =
X
k2Z2

�����
ZZ

R2

nX
i=1

�i1Ai�Bi (x; y) �m ('
 '0) (x; y) dxdy
�����
2

=

X
m2Z2

nX
i=1

����ZZ
Ai�Bi

�i1Ai�Bi (x; y) �m ('
 '0) (x; y) dxdy
����2 =

X
k12Z

X
k22Z

nX
i=1

����ZZ
Ai�Bi

�i1Ai (x)1Bi (y)' (x� k1)'0 (y � k2) dxdy
����2 =

X
k12Z

X
k22Z

nX
i=1

j�ij2
����ZZ

Ai�Bi

1Ai
(x)1Bi

(y)' (x� k1)'0 (y � k2) dxdy
����2 =

X
k12Z

X
k22Z

nX
i=1

j�ij2
����Z
Bi

1Bi
(y)'0 (y � k2) dy

Z
Ai

1Ai
(x)' (x� k1) dx

����2 =
X
k12Z

X
k22Z

nX
i=1

j�ij2
����Z
Bi

1Bi (y)'
0 (y � k2) dy

����2 ����Z
Ai

1Ai (x)' (x� k1) dx
����2 =

X
k12Z

X
k22Z

nX
i=1

j�ij2 jh1Bi
; �k2'

0ij2 jh1Ai
; �k1'ij

2
=

nX
i=1

j�ij2
X
k22Z

jh1Bi ; �k2'
0ij2

X
k12Z

jh1Ai ; �k1'ij
2

Now, A0 jBij �
P

k22Z jh1Bi
; �k2'

0ij2 � B0 jBij and A jAij �
P

k12Z jh1Bi
; �k2'ij

2 �
B jAij ; hence,

AA0
nX
i=1

j�ij2 jAij jBij �
nX
i=1

j�ij2
"X
k22Z

jh1Bi ; �k2'
0ij2

X
k12Z

jh1Ai ; �k1'ij
2

#
� BB0

nX
i=1

j�ij2 jAij jBij

that is,
AA0 kfk2 �

X
m2Z2

jhf; �m ('
 '0)ij2 � BB0 kfk2 :
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Hence, the result follows from the fact that these inequalities are satis�ed on a dense
subset of L2

�
R2
�
: By induction, we can extend this argument to Rd, d � 2: �

6.1. The Algorithm. Following Lemma 1, we shall construct FMRA wavelets by
tensor products in the same way it is done for the classical MRA case. First, assume
that (Vj ; ') is an FMRA of L2 (R). Assume the set � de�ned by

� =

�
2T : �(2) = 0; � () > 0; �

�
 +

1

2

�
> 0

�
has measure zero, and the wavelet  is given by

b (2) = H1 () b' () ,
where H1 () is de�ned by

H1 () =

8<: e�2�iH0

�
 + 1

2

�
�
�
 + 1

2

�
if  2 �2;

1 if  2 �3 and H0 () = 0;
0 otherwise.

The sets �j , j = 1; 2; 3; 4, are

�1 =

�
2T : � () = 0; �

�
 +

1

2

�
= 0

�
,

�2 =

�
2T : � () > 0 and �

�
 +

1

2

�
> 0

�
,

�3 =

�
2T : � () > 0 and �

�
 +

1

2

�
= 0

�
,

�4 =

�
2T : � () = 0 and �

�
 +

1

2

�
> 0

�
,

and they form a partition of T, see [7, 13]. We now de�ne the d-fold tensor product
V
(d)
1 =

N
dV1 associated with the given FMRA of L

2 (R). Recall that

V1 = V0
L
W0 � L2 (R) .

Hence, if we set X0 = V0, X1 =W0, and

X� = Xv1

N
Xv2

N
:::
N
X�1 ,

for � = (�1; :::; �d) 2 f0; 1gd, we haveN
dV1 =

L
�2f0;1gdX� :

With the convention that  0 = ', denote

 � (x1; :::; xd) =  �1 (x1) �2 (x2) ::: �d (xd) :

By Lemma 1, f�k �gk2Zd is a frame for X� , so that f�k �gk2Zd;�2f0;1gd is a frame
for V (d)1 .
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In order to write these wavelets as a Mallat-Meyer algorithm, we compute �(d)

obtained by the periodization of the square of the modulus of b' (1) :::b' (d):
�(d) (1; :::; d) =

X
(k1;:::;kd)2Zd

jb' (1 + k1) :::b' (d + kd)j2
=

X
(k1;:::;kd)2Zd

jb' (1 + k1)j2 ::: jb' (d + kd)j2
=
X
k12Z

:::
X
kd2Z

jb' (1 + k1)j2 ::: jb' (d + kd)j2
=

"X
k12Z

jb' (1 + k1)j2# :::"X
kd2Z

jb' (d + kd)j2#
= �(1) :::� (d) .

We then de�ne �� by �� (1; :::; d) = ��1 (1) :::��d (d), where

��j (j) =

�
1 if �j = 0

� (j) if �j = 1,

and H� by H� (1; :::; d) = H�1 (1) :::H
�d (d), where

H�j (j) =

�
H0 (j) if �j = 1
H0 (j) if �j = 0.

The sets �(d)j ; j = 1; 2; 3; 4, for the tensor product, take the form

�
(d)
1 =

n
2Td : 8u 2 f0; 1gd , �u

�
 +

u

2

�
= 0
o
;

�
(d)
2 =

n
2Td : �(d) () > 0 and 9u 2 f0; 1gd n f0g ; �u

�
 +

u

2

�
> 0
o
;

�
(d)
3 =

�
2Td : �(d) () > 0 and �

�
1 +

1

2

�
= ::: = �

�
d +

1

2

�
= 0

�
;

�
(d)
4 =

n
2Td : �(d) () = 0 and 9u 2 f0; 1gd n f0g with �u

�
 +

u

2

�
> 0
o
:

Moreover, the �ltersH� (1; :::; d) = H�1 (1) :::H�d (d) ; for � 6= (0; :::; 0) are given
by

H� () =

8><>:
e�2�i��H�

�
 + �

2

�
��
�
 + �

2

�
if  2 �2;Q

�p=0
H0 (p) if  2 �3, H�j (j) = 0; �j = 1,

0 otherwise,

where, by convention, the product
Q
�p=0

H0 (p) = 1 in the case none of the �p is
0, i.e., � = (1; :::; 1). H0 is the low pass �lter on T. Thus, the FMRA wavelets,
 � , � 6= (0; :::; 0), de�ned above can now be formulated as in the Mallat-Meyer
algorithm as follows: c � (2) = H� ()

d'(d) () ,
where '(d) (x1; :::; xd) = ' (x1) :::' (xd).

Remark 4. This argument can be generalized to the case (Vj (1) ; '1) ; :::; (Vj (d) ; 'd)
of d distinct FMRAs of L2 (R). The idea is the same, but beginning with

�(d) (1; :::; d) = �1 (1) :::�d (d) .
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However, the notation becomes cumbersome. If one of the sets

�j =

�
2T : �j(2) = 0; �j () > 0; �j

�
 +

1

2

�
> 0

�
has measure zero, then Theorem 8 says that a set of FMRA wavelets for L2

�
Rd
�
,

with cardinality less than or equal 2d � 1, exists. Moreover, if �k, k 6= j, has
positive measure, then it is impossible to construct via tensor products a set of
wavelet generators with cardinality less than or equal 2d � 1, since we need at least
two wavelet generators for W0 (k) = V0 (k)

? \ V1 (k) by Theorem 8.

Example 1. Let b' () = 1[� 1
4 ;

1
4 )
() : Then

H0 () = 1[� 1
8 ;

1
8 )
() ; � () = 1[� 1

4 ;
1
4 )
() , and H1 () = 1[� 1

4 ;
1
4 )
()�1[� 1

8 ;
1
8 )
() .

This gives b = 1[� 1
2 ;

1
2 )
()� 1[� 1

4 ;
1
4 )
() :

Example 2. Example 1 can be extended to any dimension. Let Q =
�
� 1
4 ;

1
4

�d
, the

cube of volume
�
1
2

�d
center at the origin, and de�neb' () = 1Q () .

Then
H0 () = 1 1

2Q
() , H1 () = 1Q ()� 1 1

2Q
() ,

and b () = 12Q ()� 1Q () .
Note that in this case �2 has measure zero. In particular, if the support of b' lies
inside the cube centered at the origin and with volume

�
1
2

�d
; the algorithm produces

one wavelet. This is because the translations by the vectors u
2 of this cube intersect

the others by either a vertex, an edge, or a face. All of these latter sets have measure
zero. For perspective, in the classical MRA theory the required number of wavelet
functions is 2d � 1:
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