UNIFORM IN \( N \) ESTIMATES FOR A BOSONIC SYSTEM OF HARTREE-FOCK-BOGOLIUBOV TYPE

M. GRILLAKIS AND M. MACHEDON

Abstract. We prove local in time, uniform in \( N \), estimates for the solutions \( \phi, \Lambda \) and \( \Gamma \) of a coupled system of Hartree-Fock-Bogoliubov type with interaction potential \( v_N(x-y) = N^{3\beta}v(N^\beta(x-y)) \), with \( \beta < 1 \) and \( v \) a Schwartz function (satisfying additional technical requirements). The initial conditions are general functions in a Sobolev-type space, and the expected correlations in \( \Lambda \) develop dynamically in time. As shown in our previous work, as well as the work of J. Chong, (both in the case \( \beta < 2/3 \)), using the conserved quantities of the system of equations, this type of local in time estimates can be extended globally. Also, they can be used to derive Fock space estimates for the approximation of the exact evolution of a Bosonic system by quasi-free states of the form \( e^{\sqrt{N}\Lambda(\phi)}e^{R(k)}\Omega \). This will be addressed in detail in future work.

1. Introduction

Let \( v_N(x-y) = N^{3\beta}v(N^\beta(x-y)) \), with \( \beta < 1 \) and \( v \) a Schwartz function satisfying additional technical requirements. This paper is devoted to obtaining estimates, uniformly in \( N \), for solutions to
\[
\left\{ \frac{1}{i} \partial_t - \Delta_x \right\} \phi(x) = - \int dy \left\{ v_N(x_1 - y) \Gamma(y, x_1) - \bar{\phi}(y) \phi(x_1) \right\} + v_N(x_1 - y) \bar{\phi}(y) \left( \Lambda(x_1, y) - \phi(x_1) \phi(y) \right) \tag{1a}
\]

\[
\left\{ \frac{1}{i} \partial_t - \Delta_x \right\} \Lambda(x_1, x_2) = - \int dy \left\{ v_N(x_1 - y) \Gamma(y, y) + v_N(x_2 - y) \Gamma(y, y) \right\} \Lambda(x_1, x_2) \tag{1b}
\]

\[
\left\{ \frac{1}{i} \partial_t - \Delta_x \right\} \Gamma(x_1, x_2) = - \int dy \left\{ (v_N(x_1 - y) - v_N(x_2 - y)) \Lambda(x_1, y) \bar{\Lambda}(y, x_2) \right\} + \tag{1c}
\]

\[
- \int dy \left\{ (v_N(x_1 - y) - v_N(x_2 - y)) \left( \Gamma(x_1, y) \Gamma(y, x_2) + \bar{\Gamma}(x_1, y) \Lambda(x_1, x_2) \right) \right\} + 2 \int dy \left\{ (v_N(x_1 - y) - v_N(x_2 - y)) |\phi(y)|^2 \phi(x_1) \phi(x_2) \right\}
\]

The functions \( \phi, \Lambda \) and \( \Gamma \) also depend on \( N \) and \( t \), but this has been suppressed to keep the formulas shorter. See 8 and 9a-9c, for the conceptual meaning of these equations, and the normalizations used. In particular, the number of particles is \( N \text{Tr} (\Gamma) \). As explained in section 2, this is a conserved quantity. In addition, the initial conditions are chosen to have \( O(1) \) Sobolev-type norms. The spatial dimension is 3. These equations are similar in spirit to the Hartree-Fock-Bogoliubov equations for Fermions. For Bosons, they were derived in [19], [20], and, independently, in [1] and the recent paper [2], which addresses both Fermions and Bosons.

Reading this paper requires no knowledge of Fock space. However, as background material, we will review the "big picture" motivating this work, as well as [16]-[20]. See these papers for background on Fock space and additional references related to this project. Our work
(started in [16] in collaboration with D. Margetis) is devoted to the problem of approximating the exact evolution (in Fock space)

$$\psi_{\text{exact}} = e^{i\mathcal{H}}e^{-\sqrt{N}A(\phi_0)}e^{-B(k_0)}\Omega$$  \hfill (2)

by an expression of the form 7. Here $\mathcal{H}$ is the Fock Hamiltonian

$$\mathcal{H} := \int dx \{ a_x^* \Delta a_x \} - \frac{1}{2N} \int dxdy \{ v_N(x-y)a_x^*a_ya_x \}$$  \hfill (3)

The function $\phi$ is a function of 3 + 1 variables,

$$A(\phi) := \int dx \{ \bar{\phi}(x)a_x - \phi(x)a_x^* \}$$  \hfill (4)

and $e^{-\sqrt{N}A(\phi)}$ is a unitary operator on Fock space, the Weyl operator.

The ”pair excitation” function $k = k(t, x, y)$ is symmetric in $x$ and $y$, and

$$B(k) := \frac{1}{2} \int dxdy \left\{ \bar{k}(t, x, y)a_xa_y - k(t, x, y)a_x^*a_y^* \right\}$$  \hfill (5)

The unitary operator $e^{\mathcal{B}(k)}$ is the representation of an (infinite dimensional) real symplectic matrix (the Segal-Shale-Weil representation, see [28]) and is called a Bogoliubov transformation in the Physics literature (elements of such a construction go back to [6]).

$\Omega$ is the vacuum, and the state $\psi := e^{-\sqrt{N}A(\phi)}\Omega$.

$e^{-\sqrt{N}A(\phi)}\Omega = \left( \ldots c_n \prod_{j=1}^{n} \phi(x_j) \ldots \right)$ with $c_n = (e^{-N\|\phi\|^2}N^n/n!)^{1/2}$.

The state $e^{-\mathcal{B}(k_0)}\Omega$ is called a squeezed state in the Physics literature.

The Fock space Hamiltonian acts as a PDE Hamiltonian on each entry of Fock space

$$H_{n, \text{PDE}} = \sum_{j=1}^{n} \Delta x_j - \frac{1}{N} \sum_{i<j} N^{3\beta} v(N^{\beta}(x_j - x_k))$$

In the Math literature, the Fock space evolution $e^{i\mathcal{H}}$ has been studied in the 70s by by Hepp in [21], Ginibre and Velo [15] and, 30 years later, by Rodnianski and Schlein [26], followed by [16] (where $e^{\mathcal{B}}$ is explicitly introduced).
The problem is to find a Fock space approximation of $\psi_{\text{exact}}$ (which involves linear Schrödinger equation in an unbounded number of variables) by

$$
\psi_{\text{approx}} := e^{-\sqrt{N}A(t)}e^{-B(t)}\Omega
$$

(7)

where $\phi(t, x)$, $k(t, x, y)$ satisfy non-linear Schrödinger equations in $3+1$, respectively $6+1$ variables. As explained below, the motivation for the equations discussed in this paper is that they describe a good choice of $\phi$ and $k$ accomplishing this approximation. There are several equivalent ways of writing these equations, see [19], [20]. The equation for $k$ is best expressed in terms of the auxiliary functions $\Gamma$ and $\Lambda$, which are functions of $\phi$ and $k$ and are generalized marginal density matrices for the proposed Fock space approximation.

Explicitly, the equations 1a-1c were written in [20] in an equivalent form, reminiscent of BBGKY, in terms of the marginal densities $L_{i,j}$, defined by

$$
L_{m,n}(t, y_1, \ldots, y_m; x_1, \ldots, x_n) := \frac{1}{N^{(m+n)/2}} \langle a_{y_1} \cdots a_{y_m} \psi_{\text{approx}}, a_{x_1} \cdots a_{x_n} \psi_{\text{approx}} \rangle
$$

(8)

In terms of these, the equations are

$$
\left(\frac{1}{i}\partial_t - \Delta_{x_1}\right)L_{0,1}(t, x_1)
= -\int v_N(x_1 - x_2)L_{1,2}(t, x_2; x_1, x_2)dx_2
$$

(9a)

$$
\left(\frac{1}{i}\partial_t + \Delta_{x_1} - \Delta_{y_1}\right)L_{1,1}(t, x_1; y_1)
= \int v_N(x_1 - x_2)L_{2,2}(t, x_2; y_1, x_1, x_2)dx_2 - \int v_N(y_1 - y_2)L_{2,2}(t, x_1, y_2; y_1, y_2)dy_2
$$

(9b)

$$
\left(\frac{1}{i}\partial_t - \Delta_{x_1} - \Delta_{x_2} + \frac{1}{N} v_N(x_1 - x_2)\right)L_{0,2}(t, x_1, x_2)
= -\int v_N(x_1 - y)L_{1,3}(t, y; x_1, x_2, y)dy - \int v_N(x_2 - y)L_{1,3}(t, y; x_1, x_2, y)dy
$$

(9c)
Here (denoting by $\circ$ composition of operators, or the corresponding kernels, $(u \circ v)(x,y) = \int u(x,z)v(z,y)dz$)

$$\phi = \mathcal{L}_{0,1}$$

$$\Gamma = \mathcal{L}_{1,1} = \frac{1}{N} \left( \text{sh}(k) \circ \text{sh}(k) \right)(t,x_1,x_2) + \tilde{\phi}(t,x_1)\phi(t,x_2)$$

$$\Lambda = \mathcal{L}_{0,2} = \frac{1}{2N} \text{sh}(2k)(t,x_1,x_2) + \phi(t,x_1)\phi(t,x_2)$$

where we defined

$$\text{sh}(k) := k + \frac{1}{3!}k \circ k \circ k + \ldots ,$$

$$\text{ch}(k) := \delta(x-y) + \frac{1}{2!}k \circ k + \ldots$$

The other $\mathcal{L}$ function can be expressed in terms of $\phi$, $\Lambda$ and $\Gamma$, leading to 1a-1c.

Once $\phi$, $\Lambda$ and $\Gamma$ are known, the pair excitation function used in the approximation (7) can be obtained and estimated from the equation

$$S(\text{sh}(2k)) = -v_N\Lambda \circ \text{sh}(2k) - \overline{\text{ch}(2k)} \circ (v_N\Lambda)$$

$$- ((v_N * Tr\Gamma)(x) + (v_N * Tr\Gamma)(y)) \text{sh}(2k)(x,y)$$

$$- (v_N\Gamma) \circ \text{sh}(2k) - \text{sh}(2k) \circ (v_N\Gamma)$$

There is a similar equation for $\text{ch}(2k)$, see Theorem 7.1 in [19].

The problem of proving a Fock space estimate for $\|\psi_{\text{exact}} - \psi_{\text{approx}}\|$ is currently an active field. See [8], [25], and [5]. In that paper, Boccato, Cenatiempo and Schlein prove a result in the range $\beta < 1$, and the estimate is global in time. Their approximation is given (translating to our notation) by $e^{ix(t)}e^{-\sqrt{N}\mathcal{A}(\phi(t))}e^{-B(k(t))U_{2,N}(t)}\Omega$ where $\phi$ satisfies the expected cubic nonlinear Schrödinger equation, $k(t) = k(t,x,y)$ is explicit and $U_{2,N}(t)$ is an evolution in Fock space with a quadratic generator (see the page preceding Theorem 1.1 in [5]). The function $k(t)$ (which corresponds to pair correlations) has to be present in the initial data.

Regarding the analysis of such correlations, see also [10], [14].

Our approach, based on coupled PDEs for $\phi$ and $k$, offers the possibility to start with uncorrelated initial data, and allow the correlations to develop dynamically, in very short time. In the present paper, we obtain estimates for the generalized marginal densities $\Lambda$, $\Gamma$ and $\phi$. In our previous paper [20] (devoted to the case $0 < \beta < \frac{3}{2}$) we showed how estimates for $\Lambda$, $\Gamma$ and $\phi$ imply estimates for $k$, which in turn imply Fock space estimates for the proposed approximation 7. Our work was
extended globally in time in [12]. (See also [11] for the analysis of these equations in 1 + 1 dimensions.)

For $\frac{2}{3} \leq \beta < 1$, there are greater difficulties in both the PDE problem of obtaining estimates for $\Lambda$, $\Gamma$ and $\phi$, and the Fock space approximation. For this reason, we treat the two issues separately. This paper addresses only the PDE problem, leaving the Fock space estimates for future work. We conjecture that, using the estimates of this paper, it is possible to prove

$$\|\psi_{exact} - \psi_{appr}\|_F := \|e^{itH}e^{-\sqrt{N}A(\phi_0)}e^{-B(k(0))}\Omega - e^{it\chi(t)}e^{-\sqrt{N}A(\phi(t))}e^{-B(k(t))}\Omega\|_F \leq Ce^{Ct}N^{\alpha}$$

for $\alpha < \frac{1 - \beta}{2}$ for suitable initial conditions, which include pure coherent states ($k_0 = 0$), and a phase function $\chi$. This type of estimate is comparable to [5], but allows more freedom in the choice of initial conditions.

Fock space techniques can also be applied to $L^2(\mathbb{R}^N)$ approximations. See the recent paper [27] and the references therein. We also mention the approach of [24].

We end this section with some general comments regarding the equations studied in this paper. Since we are looking for estimates which hold uniformly in $N$, it is instructive to replace $v_N$ by $\delta$. Then 1a-1c become, formally,

$$\left\{ \frac{1}{i} \partial_t - \Delta x_1 \right\} \phi(x_1) = -\Gamma(t, x_1, x_1)\phi(x_1) + \cdots$$

$$\left\{ \frac{1}{i} \partial_t - \Delta x_1 - \Delta x_2 \right\} \Lambda(x_1, x_2) = -\{\Gamma(x_1, x_1) + \Gamma(x_2, x_2)\} \Lambda(x_1, x_2) + \cdots$$

$$\left\{ \frac{1}{i} \partial_t - \Delta x_1 + \Delta x_2 \right\} \Gamma(x_1, x_2) = -\Lambda(x_1, x_1)\overline{\Lambda}(x_1, x_2) + +\Lambda(x_1, x_2)\overline{\Lambda}(x_2, x_2) \cdots$$

These equations are invariant under the following scaling $\lambda \phi(\lambda^2 t, \lambda x_1)$, $\lambda^2 \Lambda(\lambda^2 t, \lambda x_1, \lambda x_2)$, $\lambda^2 \Gamma(\lambda^2 t, \lambda x_1, \lambda x_2)$, which is $H^1$ critical for $\Lambda$ and $\Gamma$. However, scaling does not detect the collapse to the diagonal $x_1 = x_2$. For instance, if we replace $\Lambda(x_1, x_1)\overline{\Lambda}(x_1, x_2)$ by $|\Lambda(x_1, x_2)|^2$, the scaling would be the same. Since there is loss of regularity in going from $|\Lambda(x_1, x_2)|^2$ to $|\Lambda(x_1, x_1)|^2$, this make the equations $H^1$ supercritical. On the other hand, as explained in the next section, the conserved energy for the full system has the scaling of $H^2$ for $\Gamma$, but only $H^1$ for $\Lambda$. (However, as shown in [12], a norm of $\Lambda$ with the
scaling of $H^{1+\epsilon}$ grows in time, but not $N$). Using these conserved quantities the local existence theorem (and estimates) of the current paper can be extended globally in time. See [12] how this works out the case $\beta < 2/3$. We plan to address the problem of global estimates in detail in a forthcoming paper.

The plan of the paper is as follows: Section 2 reviews the conserved quantities (derived in our earlier paper [19]), and contains some additional comments. Section 3 has the statement of the main (nonlinear) theorem, and a simple statement of the main linear estimates, which are shown to imply the main non-linear theorem. Sections 4 reviews standard $X^{s,b}$ type estimates needed for the proof. Section 5 introduces new estimates, including a technical statement of the main linear result. The rest of the paper is devoted to the proof of the main linear estimates. Each of those sections starts with a heuristic guide to the proofs in that section.

Acknowledgment. We thank Daniel Tataru for a very useful conversation regarding the estimates of this paper.

2. Conservation laws, and further comments

The system 1a-1c has two important conserved quantities. We mention this fact here although we do not use it in the construction of solutions locally in time, where the solutions are obtained by a fixed point argument using the norms and estimates of Theorem (3.3). These conserved quantities would be crucial to extend our estimates globally in time. Solutions to the system considered in this paper, but without potentials depending on $N$, have been constructed in [1].

The first conserved quantity is the total number of particles (normalized by division by $N$) and it is

$$M := \text{tr} \{ \Gamma(t) \}.$$  \hspace{1cm} (13)

This means that $M = 1$. The second conserved quantity is the energy per particle

$$E := \text{tr} \{ \nabla_{x_1} \cdot \nabla_{x_2} \Gamma(t) \} + \frac{1}{2} \int dx_1 dx_2 \left\{ v_N(x_1 - x_2) |\Lambda(t, x_1, x_2)|^2 \right\}$$

$$+ \frac{1}{4} \int dx_1 dx_2 \left\{ v_N(x_1 - x_2) \left( |\Gamma(t, x_1, x_2)|^2 + \Gamma(t, x_1, x_1) \Gamma(t, x_2, x_2) \right) \right\}$$

$$- \frac{1}{2} \int dx_1 dx_2 \left\{ v_N(x_1 - x_2) |\phi(t, x_1)|^2 |\phi(t, x_2)|^2 \right\}$$  \hspace{1cm} (14)

which is conserved by the evolution. Notice that the quantity $E$ defined above is positive because the following inequality is true: $\Gamma(t, x_1, x_2) \geq$
\( \phi(t, x_1) \phi(t, x_2) \) (in the sense of operator kernels, with \( \phi(t, x_1) \phi(t, x_2) \) representing the kernel of orthogonal projection onto \( \phi \).

In order to see what kind of regularity the conservation laws imply, we observe that the kinetic part of the energy is,

\[
\text{tr} \{ \nabla_{x_1} \cdot \nabla_{x_2} \Gamma \} = \int dx \{ |\nabla_x \phi(t, x)|^2 \} + \frac{1}{2N} \int dx_1 dx_2 \{ |\nabla_{x_1} u|^2 + |\nabla_{x_2} u|^2 \}.
\]

Now if we observe that, denoting \( u := \text{sh}(k), \ c := \text{ch}(k) \) (see 11, 12)

\[
\psi := \text{sh}(2k) = 2u \circ c, \quad c \circ c = \delta + \bar{u} \circ u
\]
a simple calculation implies the inequality,

\[
\int dx_1 dx_2 \left\{ \left| \nabla_{x_1} \psi \right|^2 + \left| \nabla_{x_2} \psi \right|^2 \right\} \leq 4 \left( \int dx_1 dx_2 \left\{ |\nabla_{x_1} u|^2 + |\nabla_{x_2} u|^2 \right\} \right) \left( 1 + \int dx_1 dx_2 |u|^2 \right).
\]

Since we have \( \Lambda = \phi \phi + (1/2N) \psi \) then

\[
\int dx_1 dx_2 \left\{ \left| \nabla_{x_1} \Lambda \right|^2 + \left| \nabla_{x_2} \Lambda \right|^2 \right\} \leq CE(M + N^{-1})
\]
i.e. the \( H^1 \) norm of \( \Lambda \) is bounded by a constant which is independent of time. In fact one can show, see [12], for some \( \epsilon > 0 \),

\[
\int dx_1 dx_2 \left\{ \left| \nabla_{x_1} \Lambda \right|^{2+\epsilon} + \left| \nabla_{x_2} \Lambda \right|^{2+\epsilon} \right\} \leq C(t)
\]
where \( C(t) \) is independent of \( N \).

On the other hand, \( \Gamma = \overline{\phi \phi} + (1/N) \bar{u} \circ u \) which implies a better estimate, namely

\[
\| \nabla_{x_1} \| \nabla_{x_2} \| \Gamma(t) \|_{L^2(dx_1 dx_2)} \leq E.
\]

It is interesting to observe that the construction of solutions is accomplished using norms which are (slightly) below the thresholds indicated by the above estimates, see Theorem 3.3.

Remark 2.1. It is an interesting task (at this point) to write down the evolution equations in the case of aligned Fermions. For the simple Hamiltonian (defined on Fermionic Fock space)

\[
\mathcal{H} := \int dx_1 dx_2 \left\{ c_{x_1}^* (\Delta_{x_1} \delta(x_1 - x_2)) c_{x_2} + c_{x_2}^* c_{x_2}^* v(x_1 - x_2) c_{x_2} c_{x_1} \right\}
\]
we have the following type of reduction. We form two (pair) functions \( \omega(t, x_1, x_2) \) and \( \psi(t, x_1, x_2) \). They satisfy certain relations. Namely
$\omega^* = \omega$ and $\psi^T = -\psi$. Moreover $\omega(t,x,x) \geq 0$ and they are not independent of each other, they must satisfy

$$-\psi \circ \overline{\psi} + \omega \circ \omega - 2\omega = 0.$$  

The two evolution equations are,

$$\frac{1}{i} \partial_t \psi + (\Delta x_1 + \Delta x_2 - 2v(x_1 - x_2)) \psi$$

$$+ \int dy \left\{ v(x_1 - y) (\overline{\psi}(x_1,y)\psi(y,x_2) + \psi(x_1,y)\omega(y,x_2) - \omega(y,y)\psi(x_1,x_2)) \right\}$$

$$+ \int dy \left\{ v(y - x_2) (\psi(x_1,y)\overline{\psi}(y,x_2) + \omega(x_1,y)\psi(y,x_2) - \omega(y,y)\psi(x_1,x_2)) \right\} = 0$$

and

$$-\frac{1}{i} \partial_t \omega + (-\Delta x_1 + \Delta x_2) \omega$$

$$- \int dy \left\{ v(x_1 - y) (\overline{\psi}(x_1,y)\psi(y,x_2) + \omega(x_1,y)\omega(y,x_2) - \omega(y,y)\omega(x_1,x_2)) \right\}$$

$$+ \int dy \left\{ v(y - x_2) (\psi(x_1,y)\overline{\psi}(y,x_2) + \omega(x_1,y)\omega(y,x_2) - \omega(y,y)\omega(x_1,x_2)) \right\} = 0.$$  

The analogy is $\Gamma \mapsto \omega^T$ and $\Lambda \mapsto \psi$ but notice that $\psi$ is now anti-symmetric!

The system conserves the number of particles,

$$N := \frac{1}{2} \text{tr}(\omega) = \int dx \{ \omega(t,x,x) \}$$

and the total energy,

$$E := \frac{1}{2} \text{tr} \{ \nabla x_1 \cdot \nabla x_2 \omega(t,x_1,x_2) \} + \frac{1}{4} \int dx_1 dx_2 \left\{ v(x_1 - x_2) |\psi(t,x_1,x_2)|^2 \right\}$$

$$+ \frac{1}{4} \int dx_1 dx_2 \left\{ v(x_1 - x_2) \left( \omega(t,x_1,x_1)\omega(t,x_2,x_2) - |\omega(t,x_1,x_2)|^2 \right) \right\}.$$  

We may observe that we can set (consistently) $\psi = 0$ is which case we obtain the familiar equation for $\omega$ (which must be a projection).

The equations above are written without any scaling. If we scale space by $N^\beta$ then we can rescale appropriately the interaction potential $v$. The most natural assumption for $v$ is Coulomb. See [4] and [2] for related work on Fermionic systems.

We end this section with some comments on the structure of the nonlinear terms which (if thought the right way) look ”simple”. We
adopt the following convention for (skew-Hermitian) commutators and symmetrization for two operators, say $A$ and $B$

$$[A, B] := A \circ B - B^* \circ A^* , \quad \{A, B\} := A \circ B + B^T \circ A^T$$

where recall $A \circ B$ means,

$$(A \circ B)(x_1, x_2) := \int dy \{A(x_1, y)B(y, x_2)\} .$$

Also, denote

$$S^t_{x_1, x_2} = \frac{1}{i} \partial_t - \Delta_{x_1} - \Delta_{x_2}$$

$$S^{\pm, t}_{x_1, x_2} = \frac{1}{i} \partial_t - \Delta_{x_1} + \Delta_{x_2}$$

With this convention we can write the equations as follows,

$$\left\{ S^t_{x_1, x_2} + \frac{1}{N}v_N \right\} \Lambda + \{v_N * \text{diag}\Gamma, \Lambda\} + \{v_N \Gamma, \Lambda\} + \{v_N \Lambda, \Gamma\}$$

$$= \{v_N \phi \bar{\phi}, \phi \phi\} + \{v_N \phi \phi, \bar{\phi} \phi\} \quad (15)$$

Notice that $\Gamma^T = \bar{\Gamma}$ and $\Lambda^T = \Lambda$, and $v_N \Lambda$ means pointwise multiplication i.e.

$$(v_N \Lambda)(x_1, x_2) := v_N(x_1 - x_2)\Lambda(x_1, x_2)$$

$$(v_N * \text{diag}\Gamma)(x_1, x_2) := \left( \int dy \{v_N(x_1 - y)\Gamma(y, y)\} \right) \delta(x_1 - x_2) .$$

To see why 15 is correct notice that

$$\{v_N \Lambda, \Gamma\} = (v_N \Lambda) \circ \Gamma + \Gamma^T \circ (v_N \Lambda)^T$$

$$= \int dy \{v_N(x_1 - y)\Lambda(x_1, y)\Gamma(y, x_2) + \Gamma^T(x_1, y)v_N(y - x_2)\Lambda(y, x_2)\} .$$

The equation for $\Gamma$ reads,

$$S^{\pm, t}_{x_1, x_2} \Gamma + [v_N * \text{diag}\Gamma, \Gamma] + [v_N \bar{\Lambda}, \Lambda] + [v_N \Gamma, \Gamma]$$

$$= [v_N \phi \bar{\phi}, \phi \phi] + [v_N \phi \phi, \bar{\phi} \phi] \quad (16)$$

Notice that $\Lambda^* = \bar{\Lambda}$ and $\Gamma^* = \Gamma$ in computing the commutators and it easy to check that it is indeed correct.
3. Statement of the main theorem

We use the standard notation

\[ \| F \|_{L^p(dt)L^q(dx)L^2(dy)} = \left\| \left\| F \right\|_{L^2(dy)} \right\|_{L^q(dx)} \left\| \right\|_{L^p(dt)} \]

Fix \( \alpha > \frac{1}{2} \), chosen so that \( 2\alpha\beta < 1 \). (This is so that, roughly speaking, \( |\nabla|^{2\alpha \frac{1}{N}} v_N \) is less singular than the delta function.)

Let \( 0 < T < 1 \) and \( c(t) \) the characteristic function of \([0, T]\). Define the norms

of \( \Lambda(t, x, y) \), \( \Gamma(t, x, y) \) and \( \phi(t, x) \):

\[ N_T(\Lambda) = \| \langle \nabla_x \rangle^\alpha < \nabla_y \rangle^\alpha c(t)\Lambda \|_{L^2(dt)L^6(dx)L^2(dy)} + \| \langle \nabla_x \rangle^\alpha < \nabla_y \rangle^\alpha c(t)\Lambda \|_{L^\infty(dt)L^2(dx)L^2(dy)} + \text{same norm with } x \text{ and } y \text{ reversed} \]

\[ + \sup_w \| < \nabla_{t} \rangle^{\frac{\alpha}{12}} c(t)\Lambda(t, x, x + w) \|_{L^2(dt)} \]

and, for \( \Gamma(t, x, y) \),

\[ \dot{N}_T(\Gamma) = \| \langle \nabla_x \rangle^\alpha < \nabla_y \rangle^\alpha c(t)\Gamma \|_{L^2(dt)L^6(dx)L^2(dy)} + \| \langle \nabla_x \rangle^\alpha < \nabla_y \rangle^\alpha c(t)\Gamma \|_{L^\infty(dt)L^2(dx)L^2(dy)} + \text{same norms with } x \text{ and } y \text{ reversed} \]

\[ + \text{sup}_w \| < \nabla_x \rangle^{\alpha \frac{3}{2}} |\nabla|^{\frac{1}{2}} c(t)\Gamma(t, x, x + w) \|_{L^2(dt)} \]

and Strichartz norms for \( \phi \)

\[ N_T(\phi) = \| \langle \nabla_x \rangle^\alpha c(t)\phi \|_{L^2(dt)L^6(dx)} + \| \langle \nabla_x \rangle^\alpha c(t)\phi \|_{L^\infty(dt)L^2(dx)} \]

Remark 3.1. The dot in \( \dot{N}_T(\Gamma) \) is meant to remind the reader that these are not inhomogeneous Sobolev norms.

Remark 3.2. For any Strichartz admissible pair \( p, q \) \( \left( \frac{2}{p} + \frac{3}{q} = \frac{3}{2} \right) \) with \( 2 \leq p \leq \infty \),

\[ \| \langle \nabla_x \rangle^\alpha c(t)\phi \|_{L^p([0, T])L^q(dx)L^2(dy)} \lesssim N_T(\Lambda) \]

This can be seen by interpolation. The same comment applies to \( \dot{N}_T(\Gamma) \) and \( N_T(\phi) \).

Our main (nonlinear) theorem is the following:
**Theorem 3.3.** Assume $v$ is a Schwartz function with $\hat{v}$ supported in the unit ball, such that $|\hat{v}| \leq \hat{w}$ with $w$ a Schwartz function. Let $\alpha > 1$, and fix $\beta < \frac{1}{2}$ so that $2\alpha\beta < 1$. Let $\Lambda$, $\Gamma$ and $\phi$ be solutions to $1a$, $1b$ and $1c$. Then there exists, $N_0 \in \mathbb{N}$ and $\epsilon > 0$ such that, if $0 < T < 1$ and $N \geq N_0$,

$$
N_T(\Lambda) \lesssim \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda(0, \cdot) \|_{L^2} \\
+ T^\alpha \left( N_T(\Lambda) \dot{N}_T(\Gamma) + N_T^4(\phi) \right)
$$

$$
\dot{N}_T(\Gamma) \lesssim \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Gamma(0, \cdot) \|_{L^2} \\
+ T^\alpha \left( N_T^2(\Lambda) + \dot{N}_T^2(\Gamma) + N_T^4(\phi) \right)
$$

$$
N_T(\phi) \lesssim \| < \nabla_x >^\alpha \phi(0, \cdot) \|_{L^2} \\
+ T^\alpha \left( N_T(\Lambda) + \dot{N}_T(\Gamma) + N_T^4(\phi) \right) N_T(\phi)
$$

As an immediate consequence, we get

**Corollary 3.4.** There exists $T_0 > 0$ such that, if $0 \leq T \leq T_0$,

$$
N_T(\Lambda) + \dot{N}_T(\Gamma) + N_T(\phi) \\
\lesssim \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda(0, \cdot) \|_{L^2} + \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Gamma(0, \cdot) \|_{L^2} \\
+ \| < \nabla_x >^\alpha \phi(0, \cdot) \|_{L^2}
$$

**Remark 3.5.** For the purpose of future applications, we note that similar estimates hold for the derivatives which commute with the potential:

$$
N_T \left( \partial_t \nabla_x^j \Lambda \right) + \dot{N}_T \left( \partial_t \nabla_x^j \Gamma \right) + N_T \left( \partial_t \nabla_x^j \phi \right) \\
\lesssim \| < \nabla_x >^\alpha < \nabla_y >^\alpha \partial_t \nabla_x^j \Lambda \|_{L^2} \\
+ \| < \nabla_x >^\alpha < \nabla_y >^\alpha \partial_t \nabla_x^j \Gamma \|_{L^2} \\
+ \| < \nabla_x >^\alpha \partial_t \nabla_x^j \phi \|_{L^2}
$$

(17)

The time interval $T_0$ and the implicit constants in the above inequalities depend only on the following norm of the initial data:

$$
\| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda(0, \cdot) \|_{L^2} + \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Gamma(0, \cdot) \|_{L^2} \\
+ \| < \nabla_x >^\alpha \phi(0, \cdot) \|_{L^2}$$
Also, the theorem is valid for general functions $\phi$, $\Lambda$ and $\Gamma$, although, for the application which motivates this work, they satisfy a constraint (which is preserved by the evolution).

**Remark 3.6.** While the above theorem looks similar to Theorem 6.1 in [20], the similarity is superficial. In [20] we took $\beta < \frac{2}{3}$ in order to be able to treat $\frac{1}{N}v_N$ as a perturbation in $X^{\frac{1}{3}}$ type spaces. The reason for that was $\langle \nabla_x \rangle \langle \nabla_y \rangle \frac{1}{N}v_N(x - y) \in L^{6/5}$, and we were able to use the $L^2(dt)L^{6/5}(d(x - y))L^2(d(x + y))$ dual Strichartz space. In the present case, $\beta < 1$, $\alpha > \frac{1}{2}$, this is not the case, since $\langle \nabla_x \rangle \langle \nabla_y \rangle \frac{1}{N}v_N(x - y)$ is (almost) as singular as $\delta(x - y)$.

Roughly speaking, $\Lambda$ is the sum of some pieces for which $\langle \nabla_x \rangle \langle \nabla_y \rangle \Lambda \in X^{\frac{1}{3}}$ and one piece for which $\langle \nabla_x \rangle \langle \nabla_y \rangle \langle \nabla_x \rangle \lambda \in X^{\frac{1}{4}}$, as well as $\langle \partial_t \rangle > \frac{1}{4} \in X^{\frac{1}{4}}$ see the term $D_{z,2}$ in Lemma 8.2. These estimates are sufficient in order to recover all Strichartz-type estimates.

The proof of this theorem follows from estimates for solutions to linear equations. In order to prove these, we have to recall the definition of the spaces $X^\delta = X^{s,\delta}$ with $s = 0$. See [30] for more regarding these.

Denote

$$S = \frac{1}{i} \partial_t - \Delta_x - \Delta_y$$

or, depending on the dimensions,

$$S = \frac{1}{i} \partial_t - \Delta_x$$

$$S_\pm = \frac{1}{i} \partial_t - \Delta_x + \Delta_y$$

so that the symbol of $S$ is $\tau + |\xi|^2 + |\eta|^2$ and the symbol of $S_\pm$ is $\tau + |\xi|^2 - |\eta|^2$. Let

$$\|f\|_{X^\delta} = \| \tau + |\xi|^2 + |\eta|^2 \|^\delta \hat{f}(\tau, \xi, \eta)\|_{L^2(d\tau d\xi d\eta)}$$

or, depending on the dimensions,

$$\|f\|_{X^\delta} = \| \tau + |\xi|^2 \|^\delta \hat{f}(\tau, \xi)\|_{L^2(d\tau d\xi)}$$

$$\|f\|_{X^\pm} = \| \tau + |\xi|^2 - |\eta|^2 \|^\delta \hat{f}(\tau, \xi, \eta)\|_{L^2(d\tau d\xi d\eta)}$$

We note that the first application of $X^\delta$ spaces to the BBGKY hierarchy is in the work of X. Chen and J. Holmer [9].
We solve
\[ S_{\pm} \Gamma = F \tag{18} \]
\[ \Gamma(0) = \Gamma_0 \]
in an interval \([0, T]\) by constructing
\[ \Gamma_1 = e^{it\Delta_{\pm} \Gamma_0} + \int_{-\infty}^{\infty} c(t-s)e^{i(t-s)\Delta}c(s)F(s)ds \]
where \(c(t)\) is the characteristic function of \([0, T]\), \(T \leq 1\), and noticing \(c(t)\Gamma = c(t)\Gamma_1\).

The following is known, it follows from Proposition 5.8 in [20], and Lemma 5.2. See also [13] and [9].

**Proposition 3.7.**
\[ S_{\pm} \Gamma = F, \quad \Gamma(0) = \Gamma_0 \]
\[ S\phi = f, \quad \phi(0) = \phi_0 \]

Then, for all \(\delta > 0\),
\[ \dot{N}_T(\Gamma) \lesssim \delta \parallel < \nabla_x >^\alpha < \nabla_y >^\alpha \Gamma_0 \parallel_{L^2(dx dy)} + \parallel < \nabla_x >^\alpha < \nabla_y >^\alpha c(s)F \parallel_{X^{-\frac{1}{2}+\delta}} \]
\[ \parallel < \nabla_x >^\alpha \phi_0 \parallel_{L^2(dx)} + \parallel < \nabla_x >^\alpha c(s)f \parallel_{X^{-\frac{1}{2}+\delta}} \]
\[ \tag{19} \]

The main new contribution of our current paper is a non-obvious modification of the above estimates for \(N_T(\Lambda)\), for an equation which includes the potential \(\frac{1}{N} v_N(x-y)\). The "short" version\(^1\) of our main linear theorem is

**Theorem 3.8.** Let \(0 < \beta < 1\), and let
\[ S\Lambda = \frac{1}{N} v_N(x-y)\Lambda + F \tag{20} \]
\[ \Lambda(0) = \Lambda_0 \]

Then for all \(\delta > 0\) sufficiently small, the following holds, uniformly in \(N\).
\[ \parallel < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda_0 \parallel + \parallel < \nabla_x >^\alpha < \nabla_y >^\alpha c(t)F \parallel_{X^{-\frac{1}{2}+\delta}} \]
\[ + \min\{\parallel < \nabla_x >^\alpha < \nabla_y >^{\alpha-\frac{1}{2}} c(t)F \parallel_{X^{-\frac{1}{2}+\delta}}, \]
\[ \parallel < \nabla_x >^{\alpha-\frac{1}{2}} < \nabla_y >^\alpha c(t)F \parallel_{X^{-\frac{1}{2}+\delta}} \} \]

\(^1\)See Theorem 5.4 for the "long" version of the theorem
Remark 3.9. Note that the definition of $N_T(\Lambda)$ involves a quarter time derivative, but the right hand side above involves no time derivatives. This time derivative will be crucial in the proof of Theorem 3.8, as well as future applications of the theorem to Fock space estimates.

In preparation for the proof of Theorem 3.3, we recall some standard inequalities. For completeness, a general statement and proof are included in Lemma (4.2).

We will freely use the following estimates:

$$\|F\|_{L^{2+}(dt)L^{6^+}(dx)L^2(dy)} \lesssim \|F\|_{X^{1^+}}$$

i.e. there exist numbers $\epsilon_1, \epsilon_2, \delta > 0$, arbitrarily small, such that

$$\|F\|_{L^{2+}(dt)L^{6^+}(dx)L^2(dy)} \lesssim \epsilon_1, \epsilon_2, \delta \|F\|_{X^{1^+}}$$

$$\|F\|_{L^p(dt)L^2(dxdy)} \lesssim \|F\|_{L^2(dxdy)}$$

Now we are ready to prove Theorem 3.3.

Proof. The proof of Theorem 3.3 using Proposition 3.7 and assuming Theorem 3.8 (which will be proved later in the paper) is straightforward. First, we use 19 with $F = \text{RHS of 1c}$. We show how to prove

$$\|\nabla_{x_1}\|^{\alpha}_{\nabla_{x_2}} \| \text{RHS of 1c} \|_{X^{-\frac{1}{2}+\delta}} \lesssim \|\nabla_{x_1}\|^{\alpha}_{\nabla_{x_2}} \left( N^T_2(\Lambda) + \hat{N}_T^2(\Gamma) + N^4_T(\phi) \right)$$

Consider a typical term, such as the first term (where we set $x_1 - y = z$):

$$\left\{ \frac{1}{i} \partial_t - \Delta_{x_1} + \Delta_{x_2} \right\} \Gamma(x_1, x_2)$$

$$= - \int dz \left\{ v_N(z) \Lambda(x_1, x_1 - z) \Lambda(x_1 - z, x_2) \right\} + \cdots$$
Applying the fractional Leibniz rule in $X^{\delta}$ spaces, (which follows from a trivial pointwise estimate),
\[
\left\| <\nabla_{x_1} >^a <\nabla_{x_2} >^a c(t) \int dz \{ v_N(z) \Lambda(x_1, x_1 - z) \Lambda(x_1 - z, x_2) \} \right\|_{X^{\frac{1}{2} + \delta}}
\leq \int dz |v_N(z)| \left\| c(t) \left( <\nabla_{x_1} >^a \Lambda(x_1, x_1 - z) \right) \right\|_{X^{\frac{1}{2} + \delta}}
+ \int dz |v_N(z)| \left\| c(t) \Lambda(x_1, x_1 - z) \right\|_{X^{\frac{1}{2} + \delta}}
\leq T^\epsilon \left( \int |v_N(z)| \right) \left\| c(t) \Lambda(x_1, x_1 - z) \right\|_{L^2(\mathbb{R}^d dx_1)}
\]
\[
\left\| <\nabla_{x_2} >^a c(t) \Lambda(x_1 - z, x_2) \right\|_{L^{2+\epsilon}(dt) L^{\infty} dx_1 L^2 dx_2}
+ T^\epsilon \left( \int |v_N(z)| \right) \left\| c(t) \Lambda(x_1, x_1 - z) \right\|_{L^2(\mathbb{R}^d) L^{3+\epsilon}(dx_1)}
\leq T^\epsilon N_T(\Lambda)^2 \quad \text{(we used Sobolev)}
\]
provided $\delta$ and all epsilons are sufficiently close to 0. We do not have to keep track how the various small numbers $\delta, \epsilon_i$ are related, provided they are all much smaller that $\alpha - \frac{1}{2}$, so that the Sobolev embeddings $W^{\alpha, 0 - \epsilon_i} \subset L^\infty$ and $H^{\alpha} \subset L^{3+\epsilon_3}$ are valid in $\mathbb{R}^3$.

Estimates for
\[
\left\| <\nabla_{x_1} >^a <\nabla_{x_2} >^a (\text{RHS of 1b}) \right\|_{X^{-\frac{1}{2} + \delta}} \text{ and }
\left\| <\nabla_x >^a (\text{RHS of 1a}) \right\|_{X^{-\frac{1}{2} + \delta}}
\]
(which are needed for $N_T(\Lambda)$ and $N_T(\phi)$) are similar.

In order to complete the proof for $N_T(\Lambda)$ we also need to estimate the $X^{-\frac{1}{2} - \delta}$ norm of $<\nabla_{x_1} >^{a-\frac{1}{2}} <\nabla_{x_2} >^a$ applied to those terms on the right hand side of 1b involving $v_N(x_1 - y)$. A similar argument holds for $X^{-\frac{1}{2} - \delta}$ norm of $<\nabla_{x_2} >^{a-\frac{1}{2}} <\nabla_{x_1} >^a$ applied to those terms.
on the right hand side of 1b involving \(v_N(x_2 - y)\). Recall
\[
\left\{ \frac{1}{i} \partial_t - \Delta x_1 - \Delta x_2 + \frac{1}{N} v_N(x_1 - x_2) \right\} \Lambda(x_1, x_2) = -\int dy \left\{ v_N(x_1 - y) \Gamma(y, y) + v_N(x_2 - y) \Gamma(y, y) \right\} \Lambda(x_1, x_2) + \cdots
\]

We estimate (with suitably chosen \(\delta, \epsilon > 0\)),
\[
\| < \nabla x_1 >^{\alpha - \frac{1}{2}, 4} < \nabla x_2 >^{\alpha} \left( \int v_N(x_1 - y) \Gamma(y, y) dy \right) c(t) \Lambda(x_1, x_2) \|_{X^{-\frac{1}{4} - \delta}} \lesssim \left\| \left( \int v_N(x_1 - y) < \nabla y >^{\alpha - \frac{1}{2}, 4} \Gamma(y, y) dy \right) c(t) < \nabla x_2 >^{\alpha} \Lambda(x_1, x_2) \right\|_{X^{-\frac{1}{4} - \delta}} + \left\| \int v_N(x_1 - y) \Gamma(y, y) dy c(t) < \nabla x_1 >^{\alpha - \frac{1}{2}, 4} < \nabla x_2 >^{\alpha} \Lambda(x_1, x_2) \right\|_{L^4(dt) L^2(dx dy)}
\]

(we used Hölder in time, and 24 below)
\[
\lesssim T^{\alpha} \| < \nabla x_1 >^{\alpha - \frac{1}{2}} \Gamma(x_1, x_1) \|_{L^2(dt) L^3(dx_1)} \| < \nabla x_2 >^{\alpha} \Lambda(x_1, x_2) \|_{L^4([0, T]) L^6(dx_1)} L^2(dx_2) + T^{\alpha} \| \Gamma(x_1, x_1) \|_{L^2(dt) L^3(dx_1)} \| < \nabla x_1 >^{\alpha - \frac{1}{2}} < \nabla x_2 >^{\alpha} \Lambda(x_1, x_2) \|_{L^4([0, T]) L^6(dx_1)} L^2(dx_2) \lesssim T^{\alpha} N(\Lambda) N(\Gamma)
\]

We have used Sobolev estimates such as
\[
\| < \nabla x_1 >^{\alpha - \frac{1}{2}, 4} < \nabla x_2 >^{\alpha} \Lambda(x_1, x_2) \|_{L^4([0, T]) L^6(dx_1)} L^2(dx_2) \lesssim \| < \nabla x_1 >^{\alpha} < \nabla x_2 >^{\alpha} \Lambda(x_1, x_2) \|_{L^4([0, T]) L^6(dx_1)} L^2(dx_2) \lesssim N_T(\Lambda)
\]

Estimates for all other terms are similar.

\[\square\]

4. Standard estimates

We summarize some basic estimates. The following is standard, it was used (and also proved) in [20]. It was inspired by the estimates in [9], and is true in both \(X^\delta\) spaces, and \(X^{\delta, \pm}\) spaces.
Lemma 4.1. Let $\delta > \frac{1}{2}$ and $p, q \geq 2$ be Strichartz admissible ($\frac{2}{p} + \frac{3}{q} = \frac{3}{2}$). Then

$$\|F\|_{L^p(dt)L^n(dx)L^2(dy)} \lesssim \|F\|_{X^\delta}$$  \hspace{1em} (25)

and the dual estimate is

$$\|F\|_{X^{-\delta}} \lesssim \|F\|_{L^{p'}(dt)L^{n'}(dx)L^2(dy)}$$  \hspace{1em} (26)

We will write such estimates as

$$\|F\|_{L^p(dt)L^q(dx)L^2(dy)} \lesssim \|F\|_{X^{\frac{1}{2}}}$$  \hspace{1em} (28)

and the dual estimate is

$$\|F\|_{X^{-\frac{1}{2}}} \lesssim \|F\|_{L^{p'}(dt)L^{q'}(dx)L^2(dy)}$$  \hspace{1em} (29)

These estimates also hold in $x + y, x - y$ coordinates for $X^\delta$ spaces, but not $X^\delta \pm$ spaces.

The following is a slightly sharper version of the estimates used in [20]. Sharp estimates for $\delta < \frac{1}{2}$ have been known for a long time, going back at least as far as Tataru’s paper [31].

Lemma 4.2. Let $0 < \delta < \frac{1}{2}$ and $p, q > 2$ such that $\frac{2}{p} + \frac{3}{q} = \frac{5 - 4\delta}{2}$ Then

$$\|F\|_{L^p(dt)L^n(dx)L^2(dy)} \lesssim \|F\|_{X^\delta}$$

$$\|F\|_{X^{-\delta}} \lesssim \|F\|_{L^{p'}(dt)L^{n'}(dx)L^2(dy)}$$

Remark 4.3. These estimates are motivated by interpolating, formally, between the false end-point $\delta = \frac{1}{2}$ with $p, q$ Strichartz admissible and the trivial case $\delta = 0, p = q = 2$. We don’t know if the above estimate corresponding to $p = 2, \delta < \frac{1}{2}$ is correct. This is not needed for our paper, but would remove some epsilons from the exposition.

Notice that if $\delta < \frac{1}{2}$ is sufficiently close to $\frac{1}{2}$, $p$ and $q$ can be made arbitrarily close to Strichartz admissible pairs.

For the sake of completeness, we include a proof of Lemma 4.2.

Proof. It is easier to prove the (stronger) homogeneous version, corresponding to the weight $|\tau + |\xi|^2 + |\eta|^2|^\delta$. So we prove that the operator $T(F)$ defined by

$$\mathcal{F}(T(F))(\tau, \xi, \eta) := \frac{1}{|\tau + |\xi|^2 + |\eta|^2|^\delta} \mathcal{F}(F)(\tau, \xi, \eta)$$

maps $L^2(dt dx dy)$ to $L^p(dt)L^n(dx)L^2(dy)$. ($\mathcal{F}$ denotes the space-time Fourier transform). In physical space variables, this is given by $T(F)(t, x, y) = \int k(t-s)e^{i(t-s)(\Delta_x + \Delta_y)}F(s, \cdot)ds$ where $k$ is the inverse Fourier transform of $\frac{1}{|\tau|^p}$. By the $TT^*$ method, it suffices to show that the kernel
\( (k \ast k)(t-t')e^{i(t-t')(\Delta_x + \Delta_y)} \) maps \( L^{p'}(dt)L^{q'}(dx)L^{2}(dx) \) to \( L^p(dt)L^q(dx)L^2(dy) \). But this follows from the known fixed time mapping properties of \( e^{i(t-t')\Delta_x} \), namely

\[
\left\| e^{i(t-t')\Delta} f(x) \right\|_{L^q} \lesssim \frac{1}{|t-t'|^{3(\frac{1}{2}-\frac{1}{p})}} \left\| f \right\|_{L^{p'}(\mathbb{R}^3)}
\]

(see [30]), the pointwise estimate \( |k \ast k(t-t')| \lesssim \frac{1}{|t-t'|^{1-\frac{1}{q}}} \), and Hardy-Littlewood-Sobolev. Explicitly,

\[
\left\| \left\| \int (k \ast k)(t-t')e^{i(t-t')(\Delta_x + \Delta_y)} F(t')dt' \right\|_{L^2(dy)} \right\|_{L^p(dt)} \leq \left\| \int \left\| (k \ast k)(t-t')e^{i(t-t')\Delta_x} F(t') \right\|_{L^2(dy)} \right\|_{L^p(dt)} \left\| \frac{1}{|t-t'|^{1-2\delta + 3\left(\frac{1}{q'} - \frac{1}{2}\right)}} \right\|_{L^p(dt)} \lesssim \left\| \frac{1}{|t-t'|^{1-2\delta + 3\left(\frac{1}{q'} - \frac{1}{2}\right)}} \right\|_{L^p(dt)} \left\| F \right\|_{L^{p'}(dx)} \lesssim \left\| \frac{1}{|t-t'|^{1-2\delta + 3\left(\frac{1}{q'} - \frac{1}{2}\right)}} \right\|_{L^p(dt)} \left\| F \right\|_{L^2(dy)} \left\| \right\|_{L^{p'}(dt)}
\]

We used Hardy-Littlewood-Sobolev and the identity

\[
1 - 2\delta + 3 \left(\frac{1}{q'} - \frac{1}{2}\right) + \frac{1}{p'} - 1 = \frac{1}{p}
\]

We summarize the basic space-time collapsing estimates used in [20]. These are inspired by estimates in [22, 23].

**Lemma 4.4.** If \( S\Lambda = 0 \) then

\[
\sup_z \left\| \nabla_x^{1/2} \Lambda(t, x, x + z) \right\|_{L^2(dx)} \lesssim \left\| \nabla_y^{1/2} |\nabla_y^{1/2} \Lambda_0(x, y) \right\|_{L^2(dy)} \tag{31}
\]

Also, if \( \alpha > \frac{1}{2}, \delta > 0 \) then

\[
\sup_z \left\| \nabla_x^{\alpha} \Lambda(t, x, x + z) \right\|_{L^2(dx)} \lesssim \left\| \nabla_x^{\alpha} \Lambda \right\|_{X^{1/2+\delta}} \tag{32}
\]

\[
\lesssim \left\| \nabla_y^{\alpha} \Lambda \right\|_{X^{1/2+\delta}} \tag{33}
\]
5. New estimates

**Proposition 5.1.** Let $\alpha > \frac{1}{2}$, and let $\Lambda(t, x, y), F(t, x, y)$ such that

$$\Lambda = e^{it\Delta} \Lambda_0 + \int_{-\infty}^{\infty} c(t-s)e^{i(t-s)\Delta} F(s, \cdot) ds$$

Then there exists $\epsilon > 0$ such that

$$\sup \left\| \partial_t^{\frac{1}{4}} (\Lambda(t, x, x + z)) \right\|_{L^2} \lesssim \left\| <\nabla_x>^\alpha <\nabla_y>^\alpha \Lambda_0 \right\|_{L^2} + \left\| <\nabla_x>^\alpha <\nabla_y>^\alpha F \right\|_{X^{-\frac{1}{2}, 2}} + \left\| <\nabla_x>^\alpha <\nabla_y>^\alpha -\frac{1}{2} F \right\|_{X^{-\frac{1}{2}, 2}}$$

**Proof.** The proof for the solution to the homogeneous equation is similar to the proof of lemma 4.4. The proof for the inhomogeneous part is in the Appendix.

We systematically solve

$$S\Lambda = F \quad \Lambda(0) = \Lambda_0$$

in an interval $[0, T]$ by constructing

$$\Lambda_1 = e^{-it\Delta} \Lambda_0 + \int_{-\infty}^{\infty} c(t-s)e^{-i(t-s)\Delta} c(s) F(s) ds$$

where $c(t)$ is the characteristic function of $[0, T], T \leq 1$, and noticing $c(t)\Lambda = c(t)\Lambda_1$.

We will use

**Lemma 5.2.** Let $b > 0$ and

$$\Lambda = \int_{-\infty}^{\infty} c(t-s)e^{-i(t-s)\Delta_{x,y}} F ds$$

Then

$$\left\| \Lambda \right\|_{X^b} \lesssim \left\| F \right\|_{X^{b-1}}$$

This is a version of the standard ”$X^{s,b}$ energy estimate” (Theorem 2.12) in [30], which is usually stated for $b > 1/2$ and uses smooth cut-off functions in time.

**Proof.** Let $\mathcal{F}$ denote the space-time Fourier transform. Then
\[
F\left( \int_{-\infty}^{\infty} c(t-s)e^{-i(t-s)\Delta_x} F(s)ds \right) = \hat{c}(\tau + |\xi|^2 + |\eta|^2) \tilde{F}(\tau, \xi, \eta)
\]

and

\[
|\hat{c}(\tau + |\xi|^2 + |\eta|^2)| \lesssim \frac{1}{\tau + |\xi|^2 + |\eta|^2}.
\]

\[\square\]

Remark 5.3. We will have to work in \(X^b\) for both \(b > \frac{1}{2}\) and \(0 < b < \frac{1}{2}\), as well as their dual spaces \(X^{-b}\).

One reason is that multiplication by \(c(t)\) is not bounded on \(X^{\frac{1}{2}}\), but it is bounded on \(X^{\frac{1}{2}-}\). This is because the Fourier transform of \(\chi_{[0,\infty]}\) is a singular integral operator, \(|\tau|^b\) is in the class \(A_2\) iff \(-1 < b < 1\). See Stein’s book [29], section 4 (Chapter 5) and remark 6.4 on page 218 of [29].

We want, for \(0 < b < 1\)

\[
\|c(t)F\|_{X^b} = \|\hat{c} \ast \tilde{F}\|_{L^2(\tau + |\xi|^2 + |\eta|^2 > b)drd\xi d\eta} \lesssim \|\tilde{F}\|_{L^2(\tau + |\xi|^2 + |\eta|^2 > b)drd\xi d\eta}
\]

It suffices to show

\[
\|\hat{c} \ast \tilde{F}\|_{L^2(\tau + |\xi|^2 + |\eta|^2 > b)drd\xi d\eta} \lesssim \|\tilde{F}\|_{L^2(\tau + |\xi|^2 + |\eta|^2 > b)drd\xi d\eta}
\]

The convolution is in just one dimension, so, after changing variables, this follows from

\[
\|\hat{c} \ast f\|_{L^2(|\tau|^b dr)} \lesssim \|f\|_{L^2(|\tau|^b dr)}
\]

for \(f = f(t)\). This weighted \(L^2\) estimate is one of the properties of \(A_2\) weights. We remark that by the same argument

\[
\||\partial_t|^{\frac{b}{2}} (c(t)f)\|_{L^2(dt d\xi dx)} \lesssim \||\partial_t|^{\frac{b}{2}} f\|_{L^2(dt d\xi dx)}
\]

for \(0 < b < 1\).

Next, we need to define projections such as \(P_{|\xi-\eta| \leq N^{\beta'}}\). These have to be bounded on \(L^p\) spaces, so they have to involve smooth cut-offs.

Let \(\varphi \in C_0^\infty(-2,2)\) be identically 1 on \([-1,1]\). Also, assume \(2^l < N^{\beta'} \leq 2^{l+1}\).
We define the operators
\[
\left( P_{|\xi-\eta| \leq N^{q'}} F \right) (x, y)
= \left( P_{|\xi-\eta| < 2^t} F \right) (x, y) = \mathcal{F}^{-1} \left( \varphi \left( \frac{|\xi - \eta|}{2^t} \right) \right) \mathcal{F}(F)(\xi, \eta)
\]
\[
\left( P_{|\xi-\eta| \geq N^{q'}} F \right) (x, y) = F(x, y) - \left( P_{|\xi-\eta| \leq N^{q'}} F \right) (x, y)
\]
where \( \mathcal{F} \) denotes the Fourier transform. Similarly, we define \( P_{|\xi+\eta| \leq N^{q'}} F \) and \( P_{|\xi+\eta| \geq N^{q'}} F \). These operators are bounded on all (mixed) \( L^p(dx) L^q(dy) \) spaces.

The proof of Theorem 3.8 will be based on more technical estimates, using a more complicated norm: (denoted by \( N = N_T \), as opposed to the more elementary norms \( N_T \) from the statement of Theorem 3.8). Recall \( 0 \leq \beta < 1 \) and \( \alpha > \frac{1}{2} \) is such that \( 2\alpha \beta < 1 \). Let \( \frac{1}{2} - \) be a number such that \( \frac{1}{2} - < \frac{1}{2} \frac{1}{2} - \left(\frac{1}{2} - \right) \). Define the norm
\[
N(\Lambda) = \| \nabla_x > \alpha \nabla_y > \alpha P_{|\xi-\eta| \geq N^{q'}} c(t) \Lambda \|_{X^{\frac{1}{2}} -}
+ \| \nabla_x > \alpha \nabla_y > \alpha P_{|\xi+\eta| \geq N^{q'}} c(t) \Lambda \|_{X^{\frac{1}{2}} -}
+ \| \nabla_x > \alpha \nabla_y > \alpha P_{|\xi-\eta| \leq N^{q'}} P_{|\xi+\eta| \leq N^{q'}} c(t) \Lambda \|_{L^2(dt) L^2(dx) L^2(dy)}
+ \| \nabla_x > \alpha \nabla_y > \alpha P_{|\xi-\eta| \leq N^{q'}} P_{|\xi+\eta| \leq N^{q'}} c(t) \Lambda \|_{L^\infty(dt) L^2(dx) L^2(dy)}
+ \text{same norm with } x \text{ and } y \text{ reversed}
+ \sup_w \| \nabla > \alpha c(t) \Lambda(t, x + w, x - w) \|_{L^2(dt dx)}
+ \sup_w \| \partial_t |^{1/4} c(t) \Lambda(t, x + w, x - w) \|_{L^2(dt dx)}
+ \| c(t) \Lambda \|_{X^{\frac{1}{2}} -} + N^{-1} \| \alpha \nabla_x > \alpha \nabla_y > \alpha P_{|\xi-\eta| \leq N^{q'}, |\xi+\eta| \leq N^{q'}} c(t) \Lambda \|_{X^{\frac{1}{2}} -}
\]

The power \( N^{-1} \) in the last term could be replaced by any \( N^{-k} \), and it is meant to handle error terms.

The ”long” version of our main linear theorem is

**Theorem 5.4.** Let \( c \) be the characteristic function of \([0, T]\), and let \( \Lambda \) satisfy the integral equation
\[
\Lambda = c(t) e^{-it\Delta} \Lambda_0
+ \frac{1}{N} \int_{-\infty}^{\infty} c(t-s) e^{-i(t-s)\Delta} v_N c(s) \Lambda(s) ds + \int_{-\infty}^{\infty} c(t-s) e^{-i(t-s)\Delta} c(s) F(s) ds
= A + B + C
\]
so that $\Lambda$ agrees with the solution of 20 in $[0,T]$. Then

$$\mathcal{N}(\Lambda) \lesssim \| <\nabla_x >^\alpha <\nabla_y >^\alpha \Lambda_0 \|_{L^2} + \| <\nabla_x >^\alpha <\nabla_y >^\alpha c(t) F \|_{X^{-\frac{1}{2}}} + \min \{ \| <\nabla_x >^\alpha <\nabla_y >^{\alpha - \frac{1}{2}} F \|_{X^{-\frac{1}{2}-}}, \| <\nabla_x >^{\alpha - \frac{1}{2}} <\nabla_y >^\alpha F \|_{X^{-\frac{1}{2}-}} \}$$

Remark 5.5. Before proving the above theorem, we point out that it implies Theorem 3.8. The right hand sides of the two inequalities are the same.

As for the left hand sides, if $\Lambda$ is as in the statement of the above theorem, then

$$\mathcal{N}_T(\Lambda) \lesssim \mathcal{N}(\Lambda) + \| <\nabla_x >^\alpha <\nabla_y >^\alpha \Lambda_0 \|_{L^2} + \| <\nabla_x >^\alpha <\nabla_y >^\alpha c(t) F \|_{X^{-\frac{1}{2}}}$$

Indeed, recall

$$\mathcal{N}_T(\Lambda) = \| <\nabla_x >^\alpha <\nabla_y >^\alpha c(t) \Lambda \|_{L^2(\partial x) L^6(\partial x) L^2(\partial y)} + \| <\nabla_x >^\alpha <\nabla_y >^\alpha c(t) \Lambda \|_{L^8(\partial x) L^3(\partial x) L^2(\partial y)} + \text{same norm with } x \text{ and } y \text{ reversed} + \sup \| <\nabla >^\alpha c(t) \Lambda(t, x + w, x - w) \|_{L^2(\partial d x)}$$

We have

$$\mathcal{N}(A) + \mathcal{N}(C) \lesssim \| <\nabla_x >^\alpha <\nabla_y >^\alpha \Lambda_0 \|_{L^2} + \| <\nabla_x >^\alpha <\nabla_y >^\alpha c(t) F \|_{X^{-\frac{1}{2}}}$$

(see lemmas 4.1, 4.4, 5.2). Also, using the definition of $B$ 34, we have a small improvement in $B$ over $\Lambda$ at high frequencies:

$$\| <\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi \pm \eta] \geq N^\beta} B \|_{X^{-\frac{1}{2}}} \lesssim N^{-\tau} \| <\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi \pm \eta] \geq N^\beta} c(t) \Lambda \|_{X^{-\frac{1}{2}-}}$$

Indeed, using Lemma 5.2 and 22,

$$\| <\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi - \eta] \geq N^\beta} B \|_{X^{-\frac{1}{2}+}} \lesssim \frac{1}{N} \| <\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi - \eta] \geq N^\beta} c(t) \Lambda \|_{X^{-\frac{1}{2}+}}$$

$$\lesssim \frac{1}{N} \| <\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi - \eta] \geq N^\beta} c(t) \Lambda \|_{L^2(\partial t) L^{\frac{6}{5}}((d(x-y))L^2(d(x+y))}$

$$\lesssim \| <\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi - \eta] \geq N^\beta} c(t) \Lambda \|_{X^{-\frac{1}{2}-}}$$

We used the fact that, because of the frequency localization $|\xi - \eta| \geq N^\beta$, at least one of $|\xi|, |\eta| \geq N^\beta$, while $v_N$ is supported, in Fourier space, at frequencies $\leq N^\beta$. Thus at least one of $<\nabla_x >^\alpha, <\nabla_y >^\alpha$
falls on $\Lambda$, and then we used 22. For instance,
\[
\frac{1}{N} \| P_{[\xi-\eta] \geq N^{\alpha'}} v_N < \nabla_x >^\alpha < \nabla_y >^\alpha c \Lambda \|_{X^{-\frac{1}{2}+}} \\
\lesssim \frac{1}{N} \| P_{[\xi-\eta] \geq N^{\alpha'}} v_N < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda \|_{L^2(dt) L^{\frac{5}{4}+} (d(x-y)) L^2(d(x+y))} \\
\lesssim \left( \frac{1}{N} \| v_N \|_{L^\frac{5}{4}+} \right) \| c < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda \|_{L^2(dt) L^{\frac{5}{4}+} (d(x-y)) L^2(d(x+y))} \\
\lesssim N^{-\epsilon} \| < \nabla_x >^\alpha < \nabla_y >^\alpha P_{[\xi-\eta] \geq N^{\alpha'}} c(t) \Lambda \|_{X^{\frac{1}{2}-}}
\]
The term where one $< \nabla >^\alpha$ falls on the potential is handled in a similar way, and so are the terms involving $P_{[\xi+\eta] \geq N^{\alpha'}}$.

Proof. (of Theorem 5.4).

The outline of the proof will be

\[
N(\Lambda) \lesssim N(A) + N(C) \\
+ N(P_{[\xi-\eta] \geq N^{\alpha'}} B) + N(P_{[\xi+\eta] \geq N^{\alpha'}} B) + N(P_{[\xi-\eta] \leq N^{\alpha'}, [\xi+\eta] \leq N^{\alpha'}} B)
\]
and we will show each individual term is
\[
\lesssim N^{-\epsilon} N(\Lambda) + \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda_0 \| + \| < \nabla_x >^\alpha < \nabla_y >^\alpha c(t) F \|_{X^{-\frac{1}{2}+}} + \min \{ \| < \nabla_x >^\alpha < \nabla_y >^{\alpha-\frac{1}{2}} F \|_{X^{-\frac{1}{2}+}}, \| < \nabla_x >^\alpha < \nabla_y >^{\alpha-\frac{1}{2}} c(t) F \|_{X^{-\frac{1}{2}+}} \}
\]

Using Lemma 4.4 and Proposition 5.1 the above is already known for the $A$ and $C$ parts of $\Lambda$. More precisely, we have

\[
N(A) \lesssim \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda_0 \|_{L^2} \\
N(C) \lesssim \| < \nabla_x >^\alpha < \nabla_y >^\alpha c(t) F \|_{X^{-\frac{1}{2}+}} + \| < \nabla_x >^\alpha < \nabla_y >^\alpha-\frac{1}{2} c(t) F \|_{X^{-\frac{1}{2}+}}
\]

All work will be devoted to proving

\[
N(P_{[\xi-\eta] \geq N^{\alpha'}} B) + N(P_{[\xi+\eta] \geq N^{\alpha'}} B) \\
\lesssim N^{-\epsilon} \left( N(\Lambda) + \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda_0 \| + \| < \nabla_x >^\alpha < \nabla_y >^\alpha F \|_{X^{\frac{1}{2}+}} \right)
\]

\[
N(P_{[\xi-\eta] \leq N^{\alpha'}, [\xi+\eta] \leq N^{\alpha'}} B) \lesssim N^{-\epsilon} N(\Lambda)
\]

This will be split in several sections.

Whenever possible, we will estimate $B$ (localized in frequency space and differentiated) using Lemma 5.2, followed by Hölder’s inequality and the Strichartz type estimates of Lemmas 4.1 and 4.2.
Let
\[ B = \frac{1}{N} \int_{-\infty}^{\infty} c(t-s)e^{-i(t-s)\Delta}v_N c(s)\Lambda(s)ds \]

\[ \|B\|_{X^{1,-}} \lesssim \frac{1}{N} \|v_N c(s)\Lambda\|_{X^{1,-}} \lesssim \frac{1}{N} \|v_N c(s)\Lambda\|_{L^2(dt)L^2\beta(d(x-y))L^2(d(x+y))} \]
\[ \lesssim \frac{1}{N} \|v_N\|_{L^{2+}} \|c(s)\Lambda\|_{L^2(dt)L^{6-}(d(x-y))L^2(d(x+y))} \]
\[ \lesssim N^{-\epsilon} \|c(s)\Lambda\|_{X^{1,-}} \lesssim N^{-\epsilon}N(\Lambda) \]

with \( \frac{1}{N} \|v_N\|_{L^{2+}} \sim N^{-\epsilon} \).

This is representative of the proof that follows provided at least one of \( <\nabla_x >^\alpha, <\nabla_y >^\alpha \fall\) on \( \Lambda \).

Also, from the above we can read off

\[ \|c(t)\Lambda\|_{X^{1,-}} \lesssim \|\Lambda_0\|_{L^2} + \|c(t)F\|_{X^{1,-}} + N^{-\epsilon}N(\Lambda) \]

and therefore (since \( |\xi|, |\eta| \lesssim N^{\beta'} \)) on the Fourier space support of \( P_{[\xi-\eta] \leq N^{\beta'}}P_{[\xi+\eta] \leq N^{\beta'}}c(t)\Lambda \)

\[ \|<\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi-\eta] \leq N^{\beta'}}P_{[\xi+\eta] \leq N^{\beta'}}c(t)\Lambda\|_{X^{1,-}} \]
\[ \lesssim N^{2\alpha\beta'} \left( \|\Lambda_0\|_{L^2} + \|c(t)F\|_{X^0} + N^{-\epsilon}N(\Lambda) \right) \]

On the other hand, the terms \( \|<\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi-\eta] \geq N^{\beta'}}c(t)\Lambda\|_{X^{1,-}} \)

and \( \|<\nabla_x >^\alpha <\nabla_y >^\alpha P_{[\xi+\eta] \geq N^{\beta'}}c(t)\Lambda\|_{X^{1,-}} \)

are part of \( N(\Lambda) \), so we have to estimate the last term in \( N \):

\[ N^{-1} \|<\nabla_x >^\alpha <\nabla_y >^\alpha c(t)\Lambda\|_{X^{1,-}} \]
\[ \lesssim \|\Lambda_0\|_{L^2} + \|c(t)F\|_{X^{0,-}} + N^{-\epsilon}N(\Lambda) \]

The rest of the proof of theorem 5.4 will be split into several sections.

6. ESTIMATES FOR \( N(B) \) AT FREQUENCY \( |\xi - \eta| \geq N^{\beta'} \) OR \( |\xi + \eta| \geq N^{\beta'} \)

Before going into details, let us point out that in this region at least one of \( |\xi|, |\eta| \geq N^{\beta'} \). On the other hand, \( v_N(x - y) \) is supported at frequencies \( \leq N^{\beta} << N^{\beta'} \). Thus, heuristically, at least, in the
expression
\[
\langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{|\xi| \lesssim N^\beta}(v_N \Lambda)
\]
\[
\sim P_{|\xi| \lesssim N^\beta} (\langle \nabla_x \rangle^\alpha v_N \langle \nabla_y \rangle^\alpha \Lambda)
\]
\[
+ P_{|\xi| \lesssim N^\beta} (\langle \nabla_y \rangle^\alpha v_N \langle \nabla_x \rangle^\alpha \Lambda)
\]
\[
+ P_{|\xi| \lesssim N^\beta} (v_N \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha \Lambda)
\]
These terms can be treated using Strichartz estimates and \(X^{\pm \frac{1}{2}}\) techniques.

Recall
\[
B = \frac{1}{N} \int_{-\infty}^{\infty} c(t-s)e^{-i(t-s)\Delta} v_N c(s) \Lambda(s) ds
\]

Also, we have to use the more precise notation
\[
P|\xi - \eta| \gtrsim N^\beta \sim 2^I \quad \text{as} \quad N \to \infty.
\]

In this section we prove

**Proposition 6.1.** The following estimates hold:

\[
N \left( P_{|\xi+\eta| \gtrsim N^\beta} B \right)
\]
\[
\lesssim \| P_{|\xi+\eta| \gtrsim N^\beta} \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha c(t) \Lambda \|_{X^{\frac{1}{2}+}}
\]
\[
\lesssim N^{-\epsilon} \| P_{|\xi+\eta| \gtrsim N^\beta} \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha c(t) \Lambda \|_{X^{\frac{1}{2}+}}
\]
\[
\lesssim N^{-\epsilon} N(\Lambda)
\]
\[
N \left( P_{|\xi-\eta| \gtrsim N^\beta} B \right)
\]
\[
\lesssim \| P_{|\xi-\eta| \gtrsim N^\beta} \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha c(t) \Lambda \|_{X^{\frac{1}{2}+}}
\]
\[
\lesssim N^{-\epsilon} \left( \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha \Lambda_0 \| + \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha c(t) F \|_{X^{-\frac{1}{2}+}} + N^{-1} \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha c(t) \Lambda \|_{X^{\frac{1}{2}-}} \right)
\]
\[
\lesssim N^{-\epsilon} \left( \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha \Lambda_0 \| + \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha c(t) F \|_{X^{-\frac{1}{2}+}} + N(\Lambda) \right)
\]

**Proof.** We have, using the boundedness of multiplication by \(c(t)\) on \(X^{\frac{1}{2}+}\),

\[
\| P_{|\xi-\eta| \gtrsim N^\beta} \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha c(t) \Lambda \|_{X^{\frac{1}{2}-}} \lesssim \| P_{|\xi-\eta| \gtrsim N^\beta} \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha \Lambda \|_{X^{\frac{1}{2}+}}
\]
We will use the fact that the Fourier support of the product of two functions is the algebraic sum of the two supports. Thus $P_{|\xi-\eta|>2^t}(v_N c(s)\Lambda(s)) = P_{|\xi-\eta|>2^t}(v_N c(s)P_{|\xi-\eta|>2^{t-1}\Lambda(s)})$, since $v_N$ is supported in $|\xi-\eta| << 2^t$. We estimate

$$
\left\| P_{|\xi-\eta|>2^t} < \nabla_x >^\alpha < \nabla_y >^\alpha B \right\|_{X^{\frac{1}{2}+}}
= \left\| \frac{1}{N} \int_{-\infty}^\infty c(t-s)e^{-i(t-s)\Delta} P_{|\xi-\eta|>2^t} < \nabla_x >^\alpha < \nabla_y >^\alpha (v_N c(s)P_{|\xi-\eta|>2^{t-1}\Lambda(s)}) ds \right\|_{X^{\frac{1}{2}+}}
\lesssim \frac{1}{N} \left\| < \nabla_x >^\alpha < \nabla_y >^\alpha (v_N c(s)P_{|\xi-\eta|>2^{t-1}\Lambda(s)}) \right\|_{X^{\frac{1}{2}+}}
$$

(35)

In the $L^2$ based space $X^{-\frac{1}{2}+}$ we can distribute the derivatives on the Fourier transform side. Since at least one of $|\xi|, |\eta|$ is $\gtrsim N^{\beta}$, at least one of $< \nabla_x >^\alpha, < \nabla_y >^\alpha$ lands on $\Lambda$. Denote $[\Lambda] = \mathcal{F}^{-1}|\mathcal{F}\Lambda|$ ($\mathcal{F}$ is the Fourier transform in $x$ and $y$), and recall we assumed $|\tilde{v}| \leq \tilde{w}$ for some Schwartz function $w$. We have

$$
\frac{1}{N} \left\| < \nabla_x >^\alpha < \nabla_y >^\alpha (v_N c(s)P_{|\xi-\eta|>2^{t-1}\Lambda(s)}) \right\|_{X^{-\frac{1}{2}+}}
\lesssim \frac{1}{N} \left\| ( < \nabla_x >^\alpha w_N)P_{|\xi-\eta|>2^{t-1} < \nabla_y >^\alpha |c(s)\Lambda(s)| ) \right\|_{X^{-\frac{1}{2}+}}
+ \frac{1}{N} \left\| ( < \nabla_y >^\alpha w_N)P_{|\xi-\eta|>2^{t-1} < \nabla_x >^\alpha |c(s)\Lambda(s)| ) \right\|_{X^{-\frac{1}{2}+}}
+ \frac{1}{N} \left\| w_N c(s)P_{|\xi-\eta|>2^{t-1} < \nabla_x >^\alpha < \nabla_y >^\alpha |c(s)\Lambda(s)| ) \right\|_{X^{-\frac{1}{2}+}}
\lesssim N^{-\epsilon} \left\| < \nabla_y >^\alpha |c(s)\Lambda(s)| \right\|_{L^2} \left\| P_{|\xi-\eta|>2^{t-1}}|c(s)\Lambda(s)| \right\|_{L^2(d(x-y)L^2(d(x+y))}
\lesssim N^{-\epsilon} \left\| < \nabla_y >^\alpha |c(s)\Lambda(s)| \right\|_{L^2} \left\| P_{|\xi-\eta|>2^{t-1}}|c(s)\Lambda(s)| \right\|_{X^{\frac{1}{2}+}}
= N^{-\epsilon} \left\| < \nabla_x >^\alpha < \nabla_y >^\alpha P_{|\xi-\eta|>2^{t-1}c(s)\Lambda(s)} \right\|_{X^{\frac{1}{2}+}}
$$

We have used Holder’s inequality and Lemmas 4.1, 4.2. For instance,

$$
\frac{1}{N} \left\| w_N P_{|\xi-\eta|>2^{t-1} < \nabla_x >^\alpha < \nabla_y >^\alpha |c(s)\Lambda(s)| \right\|_{X^{-\frac{1}{2}+}}
\lesssim \frac{1}{N} \left\| w_N P_{|\xi-\eta|>2^{t-1} < \nabla_x >^\alpha < \nabla_y >^\alpha |c(s)\Lambda(s)| \right\|_{L^2} \left\| P_{|\xi-\eta|>2^{t-1}}|c(s)\Lambda(s)| \right\|_{L^2(d(x-y)L^2(d(x+y))}
\lesssim \frac{1}{N} \left\| w_N \right\|_{L^\infty} \left\| P_{|\xi-\eta|>2^{t-1} < \nabla_x >^\alpha < \nabla_y >^\alpha |c(s)\Lambda(s)| \right\|_{L^2} \left\| P_{|\xi-\eta|>2^{t-1}}|c(s)\Lambda(s)| \right\|_{L^2(d(x-y)L^2(d(x+y))}
\lesssim N^{-\epsilon} \left\| < \nabla_x >^\alpha < \nabla_y >^\alpha P_{|\xi-\eta|>2^{t-1}c(s)\Lambda(s)} \right\|_{X^{\frac{1}{2}+}}
$$

where the numbers are chosen so that $\frac{1}{N} \left\| w_N \right\|_{L^\infty} \sim N^{-\epsilon}$. 

ESTIMATES FOR HFB 27
The last term is not part of $N$ because of $P_{|\xi-\eta|>2^t-1}$. However, we can iterate this result essentially $K = I(\frac{\beta'}{2} - \beta)$ times. The iteration stops when $2^{t-K}$ is comparable to $N^{\beta'}$, the frequency of $v_N$. Then we cannot put at least one $<\nabla>^\alpha$ on $\Lambda$, and the argument breaks down.

Proceeding this way $K$ times,

\[
\| P_{|\xi-\eta|>2^t} <\nabla_x>^\alpha <\nabla_y>^\alpha B \|_{X^{\frac{1}{2}+}} 
\lesssim N^{-\epsilon} \left( \| <\nabla_x>^\alpha <\nabla_y>^\alpha \Lambda_0 \| + \| <\nabla_x>^\alpha <\nabla_y>^\alpha c(t)F \|_{X^{-\frac{1}{2}+}} 
+ \| <\nabla_x>^\alpha <\nabla_y>^\alpha P_{|\xi-\eta|>2^t} B \|_{X^{\frac{1}{2}+}} \right) 
\lesssim N^{-\epsilon} \left( \| <\nabla_x>^\alpha <\nabla_y>^\alpha \Lambda_0 \| + \| <\nabla_x>^\alpha <\nabla_y>^\alpha c(t)F \|_{X^{-\frac{1}{2}+}} 
+ N^{-\epsilon} \| <\nabla_x>^\alpha <\nabla_y>^\alpha P_{|\xi-\eta|>2^t-1} c(t)\Lambda \|_{X^{\frac{1}{2}-}} \right) 
\ldots 
\lesssim N^{-\epsilon} \left( \| <\nabla_x>^\alpha <\nabla_y>^\alpha \Lambda_0 \| + \| <\nabla_x>^\alpha <\nabla_y>^\alpha c(t)F \|_{X^{-\frac{1}{2}+}} 
+ N^{-K\epsilon} \| <\nabla_x>^\alpha <\nabla_y>^\alpha c(t)\Lambda \|_{X^{\frac{1}{2}-}} \right) 
\lesssim N^{-\epsilon} \left( \| <\nabla_x>^\alpha <\nabla_y>^\alpha \Lambda_0 \| + \| <\nabla_x>^\alpha <\nabla_y>^\alpha c(t)F \|_{X^{-\frac{1}{2}+}} 
+ N^{-\epsilon} N(\Lambda) \right)
\]

provided $K\epsilon > 1$. The argument for $P_{|\xi+\eta|\geq N^{\beta'}}$ is similar, but easier (this closes in one step, no need to iterate). \qed

Notice that we have in fact shown
Corollary 6.2.
\[ \| < \nabla_x >^\alpha < \nabla_y >^\alpha P_{|\xi - \eta| > 2t} B \|_{X^{\frac{1}{2}+}} \]
\[ + \| < \nabla_x >^\alpha < \nabla_y >^\alpha P_{|\xi + \eta| > 2t} B \|_{X^{\frac{1}{2}+}} \]
\[ \lesssim N^{-\epsilon} \left( \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda_0 \| + \| < \nabla_x >^\alpha < \nabla_y >^\alpha c(t) F \|_{X^{-\frac{1}{2}+}} \right) 
+ N^{-\epsilon} N(\Lambda) \]

and thus
\[ N(P_{|\xi + \eta| > 2t} B) \lesssim \| < \nabla_x >^\alpha < \nabla_y >^\alpha P_{|\xi + \eta| > 2t} B \|_{X^{\frac{1}{2}+}} \]
\[ \lesssim N^{-\epsilon} \left( \| < \nabla_x >^\alpha < \nabla_y >^\alpha \Lambda_0 \| + \| < \nabla_x >^\alpha < \nabla_y >^\alpha c(t) F \|_{X^{-\frac{1}{2}+}} \right) 
+ N^{-\epsilon} N(\Lambda) \]

7. The collapse in the region \(|\xi - \eta| \lesssim N^{\beta'}\) and \(|\xi + \eta| \lesssim N^{\beta'}\)

Heuristically, in this region the frequencies of \(\Lambda\) are less than the frequencies of the potential term, so the worst case scenario is
\[ < \nabla_x >^\alpha < \nabla_y >^\alpha P_{|\xi \pm \eta| \leq N^{\beta'}} \left( \frac{1}{N} v_N \Lambda \right) \]
\[ \sim P_{|\xi \pm \eta| \leq N^{\beta'}} \left( \left( < \nabla_x >^\alpha < \nabla_y >^\alpha \frac{1}{N} v_N \right) \Lambda \right) \]
\[ \sim N^{-\epsilon} \delta(x - y) \Lambda(t, \frac{x + y}{2}, \frac{x + y}{2}) \]

The proof that follows exploits this structure. It will only use the condition \(|\xi - \eta| \lesssim N^{\beta'}\).

We will prove
\[ \sup_z \| < \nabla_x >^\alpha (P_{|\xi - \eta| \leq N^{\beta'}} B)(t, x, x + z) \|_{L^2(dt dx)} \]
\[ + \sup_z \| \partial_t^\frac{1}{2} (P_{|\xi - \eta| \leq N^{\beta'}} B)(t, x, x + z) \|_{L^2(dt dx)} \lesssim N^{-\epsilon} N(\Lambda) \]

Before estimating the general case
\[ B = \frac{1}{N} \int_{-\infty}^{\infty} c(t-s) e^{-i(t-s)\Delta} v_N c(s) \Lambda(s) ds \]
we consider the special case where \(v_N \Lambda\) is replaced by \(F(t, x, y) = F_z(t, x, y) = \delta(x - y - z) f(t, x + y) (z fixed)\). Then we will use \(f(t, x +
\( y = f_z(t, x + y) = \Lambda(t, \frac{x+y+z}{2}, \frac{x+y-z}{2}) \). In fact, we suggest the reader takes \( v_N \Lambda = \delta(x - y)\Lambda(\frac{x+y}{2}, \frac{x+y}{2}) \), which, while not literally true, is representative of the rigorous proof.

**Lemma 7.1.** Fix \( z, w \), let \( M = N^{\beta'} \), and let

\[
B_z = \frac{1}{N} \int_{-\infty}^{\infty} c(t-s)e^{-i(t-s)\Delta} \delta(x-y-z)c(s)f(s, x+y)ds
\]

Then (denoting by \( \mathcal{F}(F) \) the Fourier transform in \( t \) and \( x \), and by \( \tilde{F} \) the Fourier transform in \( t, x \) and \( y \)), we have the pointwise estimate, uniformly in \( z \) and \( w \):

\[
\left| \mathcal{F} \left( P_{|\xi-\eta|<M}(B_z)(t, x + w, x - w) \right) \right|(\tau, \xi) \lesssim \frac{M \log M}{N} \left| \mathcal{F}(cf) \right|(\tau, \xi)
\]

which trivially imply the \( L^2 \) estimates

\[
\| \nabla_x >^\alpha \left( P_{|\xi-\eta|<M}(c(t)B_z) \right)(t, x + w, x - w) \|_{L^2(dt, dx)} \lesssim \frac{M \log M}{N} \| \nabla_x >^\alpha (cf) \|_{L^2(dt, dx)}
\]

\[
\| \partial_t \left( P_{|\xi-\eta|<M}B \right)(t, x, x + z) \|_{L^2(dt, dx)} \lesssim \frac{M \log M}{N} \| \partial_t \left( \frac{1}{4} (cf) \right) \|_{L^2(dt, dx)}
\]

**Proof.** Recall that if

\[
B_z = \frac{1}{N} \int_{-\infty}^{\infty} c(t-s)e^{-i(t-s)\Delta} F_z(s, \cdot, \cdot)ds
\]

then

\[
|\tilde{B}_z(\tau, \xi, \eta)| \lesssim \frac{1}{N} \frac{|\tilde{F}_z(\tau, \xi, \eta)|}{\tau + |\xi|^2 + |\eta|^2}
\]

Also,

\[
\mathcal{F}(B_z(t, x + w, x - w))(\tau, \xi) = \int \tilde{B}_z(\tau, \xi - \frac{\eta}{2}, \xi + \frac{\eta}{2})e^{i\omega(\xi - \frac{\eta}{2})}e^{-i\omega(\xi + \frac{\eta}{2})}d\eta
\]

\[
\mathcal{F} \left( P_{|\xi-\eta|<M}(B_z)(t, x + w, x - w) \right)(\tau, \xi) = \int \chi_{|\eta|<M} \tilde{B}_z(\tau, \xi - \frac{\eta}{2}, \xi + \frac{\eta}{2})e^{-i\omega\eta}d\eta
\]

If \( F(t, x, y) = \delta(x - y - z)f(t, x + y) \),

\[
\tilde{F}(\tau, \xi, \eta) = e^{i\xi_2/2}F(\tau, \xi + \eta/2)
\]

\[
\tilde{F}(\tau, \xi - \frac{\eta}{2}, \xi + \frac{\eta}{2})e^{-i\omega\eta} = e^{-i\omega\eta}e^{-i\eta^2}F(\tau, \xi)
\]
Putting the above together,

\[
\left| \mathcal{F} \left( P_{|\xi-\eta|<M} B \right)(t, x + w, x - w) \right| (\tau, \xi) \nonumber \\
\lesssim \left( \int \chi_{|\eta|<M} \frac{1}{1 + |\tau + 2|\xi|^2 + \frac{1}{2}|\eta|^2} d\eta \right) |c \ast \hat{f}|(\tau, \xi) \nonumber 
\]

and a direct calculation for the integral,

\[
\int \chi_{|\eta|<M} \frac{1}{1 + |A + |\eta|^2|} d\eta \lesssim M \log M \tag{36} 
\]

(uniformly in \(A\)) gives the pointwise result which, in turn, implies the \(L^2\) results. \(\square\)

Now we apply the above to the true \(B\).

**Proposition 7.2.** Write

\[
\frac{1}{N} v_N(x - y) \Lambda(t, x, y) = \frac{1}{N} \int v_N(z) \delta(x - y - z) \Lambda(t, \frac{x + y + z}{2}, \frac{x + y - z}{2}) 
\]

\[
= \frac{1}{N} \int v_N(z) \delta(x - y - z) f_z(t, x + y) 
\]

and recall

\[
B = \frac{1}{N} \int_{-\infty}^{\infty} c(t - s) e^{-i(t-s)\Delta} c(s) v_N(x - y) \Lambda(s, x, y) ds 
\]

Then we have

\[
\sup \left\| < \nabla >^{\alpha} \left( P_{|\xi-\eta|<M} c(t) B \right)(t, x + w, x - w) \right\|_{L^2(dtdx)} \nonumber \\
\lesssim \frac{M \log M}{N} \sup \left\| < \nabla >^{\alpha} c(t) \Lambda \right\|_{L^2(dtdx)} \nonumber \\
\lesssim \frac{M \log M}{N} N(\Lambda) \lesssim N^{-\epsilon} N(\Lambda) \nonumber 
\]

if \(M = N^{\beta'}\). Similarly,

\[
\sup \left\| \partial_t \left( P_{|\xi-\eta|<M} c(t) B \right)(t, x + w, x - w) \right\|_{L^2(dtdx)} \nonumber \\
\lesssim \frac{M \log M}{N} \sup \left\| \partial_t \left( c(t) \Lambda \right) \right\|_{L^2(dtdx)} \nonumber \\
\lesssim N^{-\epsilon} N(\Lambda) \nonumber 
\]
8. Estimates for
\[ \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{[\xi-\eta] \leq N^{\beta'}} P_{[\xi+\eta] \leq N^{\beta'}} c(t) B \|_{L^2(dt)L^5(dx)L^2(dy)} \text{ AND} \]
\[ \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{[\xi-\eta] \leq N^{\beta'}} P_{[\xi+\eta] \leq N^{\beta'}} c(t) B \|_{L^\infty(dt)L^2(dx)L^2(dy)} \]
In this section we prove

**Proposition 8.1.**
\[ \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{[\xi-\eta] \leq N^{\beta'}} P_{[\xi+\eta] \leq N^{\beta'}} c(t) B \|_{L^2(dt)L^5(dx)L^2(dy)} \]
\[ + \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{[\xi-\eta] \leq N^{\beta'}} P_{[\xi+\eta] \leq N^{\beta'}} c(t) B \|_{L^\infty(dt)L^2(dx)L^2(dy)} \]
\[ \lesssim N^{-t} \left( \sup_z \| \partial_t \lambda(z, x, x + z) \|_{L^2(dt dx)} + \sup_z \| \langle \nabla_x \rangle^\alpha \Lambda(t, x, x + z) \|_{L^2(dt dx)} \right) \]
thus completing the proof of Theorem 5.4. Again, we prove a special case first

**Lemma 8.2.** Fix \( z \) and let
\[ B_z(t, x, y) = \frac{1}{N} \int_{-\infty}^{\infty} c(t-s) e^{-i(t-s)\delta}(x-y-z)f_z(s, x+y)ds \]
Then
\[ \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{[\xi-\eta] \leq N^{\beta'}} P_{[\xi+\eta] \leq N^{\beta'}} B_z \|_{L^2 L^5 L^2} \]
\[ + \| \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{[\xi-\eta] \leq N^{\beta'}} P_{[\xi+\eta] \leq N^{\beta'}} B_z \|_{L^\infty L^2 L^2} \]
\[ \lesssim N^{-\epsilon} \left( \| c(t) \langle \nabla_x \rangle^\alpha f_z \|_{L^2(dt dx)} + \| \partial_t \lambda \|_{L^2(dt dx)} \right) \]

**Proof.** Let
\[ D_z = \langle \nabla_x \rangle^\alpha \langle \nabla_y \rangle^\alpha P_{[\xi-\eta] \leq N^{\beta'}} P_{[\xi+\eta] \leq N^{\beta'}} B_z \]
We have a pointwise estimate for the Fourier transform
\[ |\hat{D}_z(\tau, \xi, \eta)| \lesssim \frac{N^{2\beta'^{\alpha-1}}}{\tau + |\xi|^2 + |\eta|^2} \chi(|\xi| + |\eta| \leq C N^{\beta'})|\tilde{f}_z(\tau, \xi + \eta)| \]
Fix \( \beta' < \beta'' < 1 \), with \( \beta'' - \beta' \) sufficiently small.
Break up $D_z = D_{z,0} + D_{z,1} + D_{z,2}$ where

$$|\tilde{D}_{z,0}| \lesssim \left| \frac{N^{2\beta'-1} \tilde{f}(\tau, \xi + \eta)}{\chi(|\xi| + |\eta|)} \right| \chi(|\xi| + |\eta|) \leq CN^{\beta'}, |\tau| > 10CN^{2\beta''}$$

$$|\tilde{D}_{z,1}| \lesssim \left| \frac{N^{2\beta'-1} \tilde{f}(\tau, \xi + \eta)}{\chi(|\xi| + |\eta|)} \right| \chi(|\xi - \eta| < 2(\tau^2 + |\xi + \eta|^2)) \chi(|\xi| + |\eta|) \leq CN^{\beta'}, |\tau| < 10CN^{2\beta''}$$

$$|\tilde{D}_{z,2}| \lesssim \left| \frac{N^{2\beta'-1} \tilde{f}(\tau, \xi + \eta)}{\chi(|\xi| + |\eta|)} \right| \chi(|\xi - \eta| < 2(\tau^2 + |\xi + \eta|^2)) \chi(|\xi| + |\eta|) \leq CN^{\beta'}, |\tau| < 10CN^{2\beta''}$$

All these terms can be estimated in $X^\frac{1}{2} +$ or $X^\frac{1}{4} +$, by integrating with respect to $\xi - \eta$ first.

Explicitly, we write

$$\|\tilde{D}_{z,1}\|_{X^6} \lesssim \int |K(\tau, \xi + \eta, \xi - \eta)\tilde{f}(\tau, \xi + \eta)|^2 d\tau d\xi d\eta$$

$$= \int \left( \int |K(\tau, \xi + \eta, \xi - \eta)|^2 d(\xi - \eta) \right) |f(\tau, \xi + \eta)|^2 d\tau (d(\xi + \eta))$$

(with a suitable choice of $K$) and compute the inner integral.

To show $D_{z,0} \in X^\frac{1}{2} +$ for some number $\frac{1}{2} +$ slightly bigger than $\frac{1}{2}$,

$$\left( \int \left| \frac{< \tau + |\xi|^2 + |\eta|^2 >^{\frac{1}{2} +} N^{2\beta'-1}}{< 2\tau + |\xi + \eta|^2 + |\xi - \eta|^2 >} \chi(|\xi| + |\eta|) \leq 2N^{\beta'}, |\tau| > 10N^{2\beta''} \right|^2 d(\xi - \eta) \right)^\frac{1}{2} \lesssim N^{-\epsilon} |\tau|^{\frac{1}{2}}$$

thus

$$\|D_{z,0}\|_{L^2(d\tau)L^6(dx)L^2(dy)} + \|D_{z,0}\|_{L^\infty(d\tau)L^2(dx)L^2(dy)} \lesssim \|D_{z,0}\|_{X^\frac{1}{2} +} \lesssim N^{-\epsilon} \|\tau|^{\frac{1}{2}} \tilde{f}\|_{L^2(d\tau d\xi)}$$

The argument for $\tilde{D}_{z,1}$ is identical, we get (using the calculation 36)

$$\|\tilde{D}_{z,1}\|_{X^\frac{1}{2} +} \lesssim N^{-\epsilon} \|(|\tau| + |\xi|^2)^{\frac{1}{2}} \tilde{f}\|_{L^2(d\tau d\xi)}$$

The main difference occurs in estimating $D_{z,2}$. This term can only be estimated (uniformly in $N$) in $X^\frac{1}{4} +$, not in $X^\frac{1}{2}$, but we have extra regularity in $x + y$ and $t$. We have

$$\int \left| \frac{N^{2\beta'-1} < \tau + |\xi|^2 + |\eta|^2 >^{\frac{1}{2} +}}{< 2\tau + |\xi + \eta|^2 + |\xi - \eta|^2 >} \chi(|\xi - \eta|^2 < 2|\tau| + |\xi + \eta|^2) \chi(|\xi + |\eta|) \leq 2N^{\beta'}, |\tau| < 10N^{2\beta''} \right|^2 d(\xi - \eta) \lesssim N^{-\epsilon}$$
Thus, using the "Sobolev at an angle" (see Lemma 8.3) estimate and standard \( X^{\frac{1}{2}+} \) estimates

\[
\| |D_{2z}|L^2(dt)L^6(dx)L^2(dy) \| \lesssim \| \nabla_x + \nabla_y > a |D_{2z}|L^2(dt)L^{-1}(dx)L^2(dy) \|
\]

\[
\lesssim \| \nabla_x + \nabla_y > a |D_{2z}|L^{\frac{1}{2}+} \| \lesssim N^{-\epsilon} \| < \xi > \tilde{f}(\tau, \xi) \|L^2(d\tau d\xi)\]

To obtain \( L^\infty(dt) \) estimates, we use

\[
\| |D_{2z}|L^\infty(dt)L^2(dx)L^2(dy) \| \lesssim \| \partial_t \nabla_x + \nabla_y > a |D_{2z}|L^{\frac{1}{2}+} \| \lesssim N^{-\epsilon} \| \nabla_x + \nabla_y > a |D_{2z}|L^\infty(dt)L^2(dx)L^2(dy) \|
\]

\[
\lesssim N^{-\epsilon} \left( \int |v_N| \right) \left( \sup_{z} \| |\partial_t| \nabla_x + \nabla_y > a |D_{2z}| \|_{L^2(3dtdx)} + \sup_{z} \| |\nabla_x + \nabla_y > a |D_{2z}| \|_{L^2(3dtdx)} \right)
\]

The general case follows by taking \( f_{z}(x + y) = \Lambda (\frac{x + y + z}{2}, \frac{x + y - z}{2}) \) and writing

\[
B = \int v_N(z)B_z dz
\]

We get

\[
\| \nabla_x > a \nabla_y > a P_{[\xi - \eta] \leq N^{\eta}} P_{[\xi + \eta] \leq N^{\eta'}} c(t) B \|_{L^2(dt)L^6(dx)L^2(dy)}
\]

\[
+ \| \nabla_x > a \nabla_y > a P_{[\xi - \eta] \leq N^{\eta}} P_{[\xi + \eta] \leq N^{\eta'}} c(t) B \|_{L^\infty(dt)L^2(dx)L^2(dy)}
\]

\[
\lesssim N^{-\epsilon} \left( \int |v_N| \right) \left( \sup_{z} \| |\partial_t| \nabla_x + \nabla_y > a |D_{2z}| \|_{L^2(3dtdx)} + \sup_{z} \| |\nabla_x + \nabla_y > a |D_{2z}| \|_{L^2(3dtdx)} \right)
\]

Next, we record a form of Sobolev’s inequality that has been used in the previous proof.

**Lemma 8.3.** Assume the following Sobolev estimate holds in \( \mathbb{R}^3 \):

\[
\|f\|_{L^p(\mathbb{R}^3)} \lesssim \| \nabla^\alpha f\|_{L^p(\mathbb{R}^3)}.
\]

Then

\[
\|F\|_{L^q(dx)L^2(dy)} \lesssim \| \nabla_x + \nabla_y > a F\|_{L^p(dx)L^2(dy)}
\]

(37)

**Proof.** This follows from the following observation applied to \( K(x) = F^{-1}(\xi > -a) \): Let \( K(x) \) be such that \( \| \|K| * f\|_{L^q(\mathbb{R}^3)} \lesssim \| f\|_{L^p(\mathbb{R}^3)} \), Let \( L(x, y) = \delta(x - y)K(x + y) \). Then

\[
\|L * F\|_{L^q(dx)L^2(dy)} \lesssim \|F\|_{L^p(dx)L^2(dy)}
\]

A direct calculation shows

\[
L * F(x, y) = \int K(2(x - z))F(z, y - x + z)dz
\]
so

\[ \|L * F(x, \cdot)\|_{L^2(dy)} \lesssim \left( |K| * \|F\|_{L^2(dy)} \right)(x) \]
\[ \|L * F(x, \cdot)\|_{L^p(dx) L^2(dy)} \lesssim \|F\|_{L^p(dx) L^2(dy)} \]
9. Appendix: Proof of Proposition 5.1

We present two proofs of Proposition 5.1. The first one is a direct calculation and slight generalization. The second one uses Littlewood-Paley decompositions. Notice the similarity with Bourgain’s improved Strichartz estimate [7].

9.1. First proof. Proposition 5.1 follows from the following lemma.

Lemma 9.2. Let $\Lambda, F$ be as in Proposition 5.1. Let $0 < 2\epsilon < \epsilon_1$,

$$
\hat{\sigma}(\xi_1, \xi_2) := \frac{|\xi_1||\xi_2|}{|\xi_1|^2 + |\xi_2|^2}
$$

$$
0 \leq \gamma_1 < \frac{3 - a - \epsilon_1}{4}, \quad 1 \leq a < 2
$$

$$
0 \leq \gamma_2 < \frac{3 - \epsilon_1}{4}
$$

Then

$$
\sup_z \|(|\partial_t|^{a/4} + |\nabla_x|^{a/2})\Lambda(t, x + z, x)\|_{L^2(\tau d\tau dx)} \leq \quad (38)
$$

$$
C_1 \left( \frac{||\xi_1||\xi_2||}{||\xi_1||^2 + ||\xi_2||^2} \right)^{\frac{1+a+1}{4} \hat{\sigma}^{\gamma_1} \hat{F}(\tau, \xi_2, \xi_1)} \left( 1 + |\tau - |\xi_1|^2 - |\xi_2|^2| \right)^{\frac{a+1}{4}}_{L^2(\tau \xi_1 \xi_2 d\xi_1)}
$$

$$
+ C_2 \left( \frac{||\xi_1||\xi_2||}{||\xi_1||^2 + ||\xi_2||^2} \right)^{\frac{1+a+1}{4} \hat{\sigma}^{\gamma_2} \hat{F}(\tau, \xi_2, \xi_1)} \left( 1 + |\tau - |\xi_1|^2 - |\xi_2|^2| \right)^{\frac{a+1}{4}}_{L^2(\tau \xi_1 \xi_2 d\xi_1)}
$$

(39)

Proof. First notice that we have to estimate the integral below,

$$
\left\langle \left( \frac{|\tau|^{a/4} + |\xi_1 + \xi_3 - \xi_4|^{a/2}}{1 + |\tau - |\xi_1|^2 - |\xi_3|^2|^2} \frac{|\tau|^{a/4} + |\xi_2 + \xi_4|^{|a/2}}{1 + |\tau - |\xi_2|^2 - |\xi_4|^2|^2} \hat{F}(\tau, \xi_2, \xi_1) \right) \xi_1 + \xi_2 = \xi_3 + \xi_4 \right\rangle
$$

(40)

and we will employ the following inequality,

$$
|\tau|^{a/4} \leq C \left( \frac{|\tau - |\xi_1|^2 - |\xi_2|^2|^{a/4}}{2} + (|\xi_1|^2 + |\xi_2|^2)^{a/4} \right).
$$

(41)

To compute the integral, let $\xi_{1+2} = \frac{\xi_1 + \xi_2}{\sqrt{2}}$, $\xi_{1-2} = \frac{\xi_1 - \xi_2}{\sqrt{2}}$ and similarly with $\xi_3$ and $\xi_4$. Then $\xi_{1+2} = \xi_{3+4} := \xi$. Next we set (in spherical
coordinates)
\[ \xi_{1-2} := \rho_1 \omega_1, \quad \omega_1 \in \mathbb{S}^2 \]
\[ \xi_{3-4} := \rho_2 \omega_2, \quad \omega_2 \in \mathbb{S}^2 \]

We use Cauchy-Schwartz in the angular variables \((\omega_1, \omega_2)\) and for this purpose we introduce, (with \(\beta, \gamma\) parameters to be chosen later)
\[
(A_{\beta,\gamma}(\hat{F}))^2 := \int_{\mathbb{S}^2} d\omega \left\{ (|\xi - \rho \omega||\xi + \rho \omega|)^{2\beta} (\hat{\sigma}(\xi - \rho \omega, \xi + \rho \omega))^{2\gamma} |\hat{F}(\tau, \xi - \rho \omega, \xi + \rho \omega)|^2 \right\}
\]

Because of the inequality 41 we obtain several terms one of which is
\[
\langle (|\xi|^2 + \rho_2^2)^{\alpha/4} I_\beta(\xi, \rho_2) A_\beta(\hat{F}(\tau, \xi, \rho_2)) \rangle_{d\mu} \langle (|\xi|^2 + \rho_1^2)^{\alpha/4} I_\beta(\xi, \rho_1) A_\beta(\hat{F}(\tau, \xi, \rho_1)) \rangle_{d\mu}
\]
where \(d\mu := d\tau d\xi \rho_1^2 \rho_2 d\rho_1 d\rho_2\) (42)

and the integral \(I_{\beta,\gamma}\) is,
\[
I_{\beta,\gamma}^2(\xi, \rho) := \int_{\mathbb{S}^2} d\omega \frac{d\omega}{(|\xi - \rho \omega||\xi + \rho \omega|)^{2\beta} (\hat{\sigma}(\xi - \rho \omega, \xi + \rho \omega))^{2\gamma}} \quad 0 < \beta < 1 .
\]

In addition, we have
\[
\langle I_{\beta,\gamma}(\xi, \rho_2) A_{\beta,\gamma}(\hat{F}(\tau, \xi, \rho_2)) I_{\beta,\gamma}(\xi, \rho_1) A_{\beta,\gamma}(\hat{F}(\tau, \xi, \rho_1)) \rangle_{d\mu} (44)
\]
as well as cross terms which can be estimated in the same manner so we will ignore them.

The first important observation is the fact that we can estimate \(I_{\beta,\gamma}\), (we use the identity \((|\xi_1| |\xi_2|)^2 = (\xi_1 \cdot \xi_2)^2 + |\xi_1 \wedge \xi_2|^2\))

\[
I_{\beta,\gamma}^2(\xi, \rho) := \int_{\mathbb{S}^2} d\omega \frac{d\omega}{(|\xi - \rho \omega||\xi + \rho \omega|)^{2\beta} (\hat{\sigma}(\xi - \rho \omega, \xi + \rho \omega))^{2\gamma}}
\]
\[
= \int_{\mathbb{S}^2} \frac{(|\xi|^2 + |\rho|^2)^{2\gamma} d\omega}{|\xi - \rho \omega|^{2\beta+2\gamma} |\xi + \rho \omega|^{2\beta+2\gamma}}
\]
\[
= (|\xi|^2 + |\rho|^2)^{2\gamma} \int_0^\pi \frac{2\pi \sin(\phi)d\phi}{(|\xi|^2 - \rho^2)^2 + 4|\xi|^2 \rho^2 \sin^2(\phi))^{2+\gamma}}
\]
\[
= \frac{2\pi}{(|\xi|^2 + \rho^2)^{2\beta-1}2|\xi|\rho} \int_{|z| \leq \frac{2|\xi|^2}{|\xi|^2 + \rho^2}} \frac{dz}{(1 - z^2)^{\beta+\gamma}} \sim \frac{C_{\beta,\gamma}}{(|\xi|^2 + \rho^2)^{2\beta}} .
\]
provided $0 \leq \beta + \gamma < 1$ Thus we have the interesting fact,

$$I_{\beta,\gamma}(\xi, \rho) \sim \frac{C_\beta}{(|\xi|^2 + \rho^2)^{\beta}} \sim \frac{C_\beta}{(|\xi_1|^2 + |\xi_2|^2)^{\beta}}$$

(45)

due to averaging over the angular variable.

If we use Cauchy-Schwarz in the integrals 42 and 44 we end up estimating the integral,

$$J^2(\tau, \xi) := \int_{\mathbb{R}^+} \frac{\rho^2 d\rho}{(1 + |\tau - |\xi|^2 - \rho^2|)^{1-\sigma/4}} \sim \frac{1}{(1 + |\tau - |\xi|^2 - \rho^2|)^{\epsilon_1 - \epsilon/2}} \leq C$$

provided $\epsilon_1 > 2\epsilon > 0$. Explicitly, we get

$$42 = \left\| \int \frac{\rho^2 d\rho (|\xi|^2 + \rho^2)^{\sigma/4} I_{\beta,\gamma}(\xi, \rho) A_{\beta,\gamma}(\hat{F}(\tau, \xi, \rho))}{1 + |\tau - |\xi|^2 - \rho^2|} \right\|_{L^2(d\tau d\xi)}^2$$

Now we pick $\beta = \frac{1+\alpha+\epsilon_1}{4}$, $\gamma = \gamma_1 < \frac{3-\alpha-\epsilon_1}{4}$ ($0 < 2\epsilon < \epsilon_1$) so that

$$42 \leq C \left\| \int \frac{\rho^2 d\rho A_{\beta,\gamma_1}(\hat{F}(\tau, \xi, \rho))}{(1 + |\tau - |\xi|^2 - \rho^2|)^{\frac{\epsilon_1}{\epsilon}} (1 + |\tau - |\xi|^2 - \rho^2|)^{\frac{1+\epsilon}{4}}} \right\|_{L^2(d\tau d\xi)} \leq C \left\| \left( |\xi_1||\xi_2| \right)^{\frac{1+\epsilon_1}{4}} \hat{\sigma}^{\gamma_1} \hat{F}(\tau, \xi_2, \xi_1) \right\|_{L^2(d\xi_2 d\xi_1)^2}$$

As for 44,

$$44 = \left\| \int \frac{\rho^2 d\rho I_{\beta,\gamma}(\xi, \rho) A_{\beta,\gamma}(\hat{F}(\tau, \xi, \rho))}{1 + |\tau - |\xi|^2 - \rho^2|} \right\|_{L^2(d\tau d\xi)}^2$$

Here we pick $\beta = \frac{1+\epsilon_1}{4}$ and $0 \leq \gamma_2 < \frac{3-\alpha-\epsilon_1}{4}$ so that

$$44 \leq C \left\| \int \frac{\rho^2 d\rho A_{\beta,\gamma_2}(\hat{F}(\tau, \xi, \rho))}{(1 + |\tau - |\xi|^2 - \rho^2|)^{1-\frac{\epsilon}{4}} (1 + |\tau - |\xi|^2 - \rho^2|)^{1-\frac{\epsilon}{4}}} \right\|_{L^2(d\tau d\xi)}^2 \leq C \left\| \left( |\xi_1||\xi_2| \right)^{\frac{1+\epsilon_1}{4}} \hat{\sigma}^{\gamma_2} \hat{F}(\tau, \xi_2, \xi_1) \right\|_{L^2(d\xi_2 d\xi_1)}$$

$\square$
9.3. Second proof.

**Lemma 9.4.** Let $A = \{(\xi, \eta) \mid |\xi| \sim M, |\eta| \sim N\}$ (1 < $M \leq N$) and let $\tilde{F}(\tau, \xi, \eta)$ supported in $(\xi, \eta) \in A$ for every fixed $\tau$. Let $\epsilon > 0$.

Let

$$|\tilde{\Lambda}(\tau, \xi, \eta)| \lesssim \frac{\tilde{F}(\tau, \xi, \eta)}{\tau + |\xi|^2 + |\eta|^2}$$

Then, for all $\epsilon > 0$,

$$||\partial_1 \frac{1}{2} \Lambda(t, x, x)|| \leq \epsilon \left( \frac{M}{N} \right)^{\frac{1}{2}} \left( \| \langle \nabla_x \rangle^{\frac{3}{2} + \epsilon} \langle \nabla_y \rangle^{\frac{3}{2} + \epsilon} F \|_{X^{-\frac{1}{2}+\epsilon}(\mathbb{R}^2)} \right)$$

*Proof.* The proof is based on the following calculation:

$$I = \int_{(\xi + \frac{\xi}{2}, \xi - \frac{\xi}{2}) \in A} \frac{1}{1 < \tau + |\xi + \frac{\eta}{2}|^2 + |\xi - \frac{\eta}{2}|^2 > 1 - \epsilon < \xi + \frac{\eta}{2} > 2\epsilon < \xi - \frac{\eta}{2} > 2\epsilon} d\eta \lesssim \frac{M^2}{N}.$$

If $|\tau| > N^2$, the integral is $\lesssim \frac{M^2}{N^2 \tau}$. So assume $|\tau| < N^2$. Then, writing $u = \tau + |\xi + \frac{\eta}{2}|^2 + |\xi - \frac{\eta}{2}|^2$,

$$I \lesssim \frac{1}{M^{2x} N^{2x}} \int_{|u| \leq N^2} \frac{1}{1 < u > 1 - \epsilon} \int_{(\xi + \frac{\xi}{2}, \xi - \frac{\xi}{2}) \in A} \delta(\tau - u + |\xi + \frac{\eta}{2}|^2 + |\xi - \frac{\eta}{2}|^2) d\eta du$$

and

$$\sup_{\tau, \xi} \int_{(\xi + \frac{\xi}{2}, \xi - \frac{\xi}{2}) \in A} \delta(\tau + |\xi + \frac{\eta}{2}|^2 + |\xi - \frac{\eta}{2}|^2) d\eta \sim \int_{(\xi + \frac{\xi}{2}, \xi - \frac{\xi}{2}) \in A} dS_{|\eta|} \lesssim \frac{M^2}{N}$$

where the integral is taken over the paraboloid $\tau + |\xi + \frac{\eta}{2}|^2 + |\xi - \frac{\eta}{2}|^2 = 0$.

If $N \gg M$, then, in the region of integration, $|\eta| \geq cN$, and the area of a piece of the paraboloid in the ball $\{\eta \mid |\xi + \eta| \leq M\}$ is $\lesssim CM^2$.

If $M \sim N$, the integral is $\lesssim M$.

Continuing, we write

$$|\tau|^\frac{1}{2} \leq |\xi + \frac{\eta}{2}|^\frac{1}{2} + |\xi - \frac{\eta}{2}|^\frac{1}{2} + < \tau + |\xi + \frac{\eta}{2}|^2 + |\xi - \frac{\eta}{2}|^2 >^\frac{1}{2}$$

and have to estimate the corresponding terms in

$$|\tau|^\frac{1}{2} |\mathcal{F}(\Lambda(t, x, x))(\tau, \xi)| \lesssim \int \frac{|\tau|^\frac{1}{2} |\tilde{F}(\tau, \xi + \frac{\eta}{2}, \xi - \frac{\eta}{2})|}{\tau + |\xi + \frac{\eta}{2}|^2 + |\xi - \frac{\eta}{2}|^2} d\eta$$

We estimate, separately,
\[
\int \left| \xi - \frac{n}{2} \right|^\frac{1}{2} \left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right| d\eta \\
< \tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 > \leq N^\frac{1}{2} \left( \int \frac{\left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right|^2 < \xi + \frac{n}{2} >^{2\epsilon} < \xi - \frac{n}{2} >^{2\epsilon}}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1+\epsilon}{2}} d\eta \right)^\frac{1}{2}
\]
\[
\left( \int_{(\xi + \frac{n}{2}, \xi - \frac{n}{2}) \in A} \frac{1}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1-\epsilon}{2} < \xi + \frac{n}{2} >^{2\epsilon} < \xi - \frac{n}{2} >^{2\epsilon}} d\eta \right)^\frac{1}{2}
\]
\[
\leq (M/N)^\frac{1}{2} \left( \int \frac{\left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right|^2 < \xi + \frac{n}{2} >^{1+\epsilon} < \xi - \frac{n}{2} >^{1+\epsilon}}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1+\epsilon}{2}} d\eta \right)^\frac{1}{2}
\]

Squaring and integrating \( d\tau d\xi \), the above is
\[
\leq (M/N)^\frac{1}{2} \| \nabla_x >^\frac{1+\epsilon}{2} < \nabla_y >^\frac{1+\epsilon}{2} F \|_{X^{-\epsilon/2}}
\]
The argument for
\[
\int \left| \int \frac{\left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right|^2}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1+\epsilon}{2}} d\eta \right| d\tau d\xi
\]
is easier, because \( |\xi + \eta| \leq |\xi - \eta| \) in \( A \). Finally,
\[
\int \left| \int \frac{\left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right|^2}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1+\epsilon}{2}} d\eta \right| d\tau d\xi
\]
\[
\leq \left( \int \frac{\left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right|^2 < \xi + \frac{n}{2} >^{\epsilon} < \xi - \frac{n}{2} >^{\epsilon}}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1+2\epsilon}{2}} d\eta \right)^\frac{1}{2}
\]
\[
\left( \int \frac{1}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1-\epsilon}{2} < \xi + \frac{n}{2} >^{2\epsilon} < \xi - \frac{n}{2} >^{2\epsilon}} d\eta \right)^\frac{1}{2}
\]
\[
\leq M/N^{1/2} \left( \int \frac{\left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right|^2 < \xi + \frac{n}{2} >^{\epsilon} < \xi - \frac{n}{2} >^{\epsilon}}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1+2\epsilon}{2}} d\eta \right)^\frac{1}{2}
\]
\[
\leq (M/N)^\frac{1}{2} \left( \int \frac{|\xi + \frac{n}{2}|^\frac{1}{2} \left| \hat{F}(\tau, \xi + \frac{n}{2}, \xi - \frac{n}{2}) \right|^2}{\tau + |\xi + \frac{n}{2}|^2 + |\xi - \frac{n}{2}|^2 >^\frac{1+2\epsilon}{2}} d\eta \right)^\frac{1}{2}
\]

Using this, we can prove
Proposition 9.5. Let $\alpha > \frac{1}{2}$. Then

$$
\sup_z \| \frac{1}{t^{\frac{1}{4}}} \left( \Lambda(t, x, x + z) \right) \|_{L^2(dt, dx)} \lesssim \left\| < \nabla_x >^{\alpha} < \nabla_y >^{\alpha} F \right\|_{X^{-\frac{1}{2}}} + \left\| < \nabla_x >^{\alpha} < \nabla_y >^{\alpha - \frac{1}{2}} F \right\|_{X^{-\frac{1}{4}}}
$$

Recall we chose $\varphi \in C_0^\infty(-2, 2)$ to be identically 1 on $[-1, 1]$, and let $\beta(\xi) = \varphi(\xi) - \varphi(2\xi)$, so that $\phi(\xi) + \sum_{k=1}^\infty \beta(\frac{\xi}{2^k}) = 1$. For function $f(x)$, $\Lambda(x, y)$, and $k \geq 1$, define the projections $P_{2^k}(f)$, $P_{2^k}^1 P_{2^k}^2(\Lambda)$ by localizing in Fourier space

$$
\mathcal{F}(P_{2^k}(f))(\xi) = \beta \left( \frac{\xi}{2^k} \right) \hat{f}(\xi)
$$

$$
\mathcal{F}(P_{2^k}^1 P_{2^k}^2(\Lambda))(\xi, \eta) = \beta \left( \frac{\xi}{2^k} \right) \beta \left( \frac{\eta}{2^l} \right) \hat{\Lambda}(\xi, \eta)
$$

We choose to include all low frequencies in $P_{2^0}$:

$$
\mathcal{F}(P_1(f))(\xi) = \phi(|\xi|) \hat{f}(\xi)
$$

$$
\mathcal{F}(P_1^1 P_1^2(\Lambda))(\xi, \eta) = \phi(|\xi|) \phi(|\eta|) \hat{\Lambda}(\xi, \eta)
$$

We have the equivalent of the standard Littlewood-Paley product decomposition (in space variables):

$$
P_{2^k}(\Lambda(t, x, x)) = \left( \sum_{2^i < 2^j \sim 2^k} + \sum_{2^i \sim 2^j \sim 2^k} + \sum_{2^i \sim 2^j > 2^k} + \sum_{2^i \sim 2^j > 2^k} \right) P_{2^i}(P_{2^j}^1 P_{2^j}^2 \Lambda(t, \cdot, \cdot))$$
and (taking $\alpha - \frac{1}{2} > 2\epsilon > 0$)

$$
\| \partial_t \frac{1}{2} P_2^1 (\Lambda(t, x, x)) \|_{L^2(dtdx)}
\leq \left( \sum_{2^i < 2^j \sim 2^k} + \sum_{2^i \sim 2^k > 2^j} + \sum_{2^i \sim 2^j > 2^k} + \sum_{2^i > 2^j > 2^k} \right) \bigg( \| \partial_t \frac{1}{2} P_2^1 \left( \left( P_2^1 P_2^2 \Lambda \right)(t, x, x) \right) \|_{L^2(dtdx)} \bigg)
$$

$$
\lesssim \left( \sum_{2^i < 2^j \sim 2^k} + \sum_{2^i \sim 2^k > 2^j} \right) \left( \| \nabla_x > \frac{1}{2} + \epsilon \nabla_y > \frac{1}{2} + \epsilon P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k} \right)
$$

$$
+ \| \nabla_x > \frac{1}{2} + \epsilon \nabla_y > \epsilon P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k}
$$

$$
+ \sum_{2^i \sim 2^j > 2^k} 2^{\frac{i-k}{2}} \left( \| \nabla_x > \frac{1}{2} + \epsilon \nabla_y > \epsilon P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k} \right)
$$

$$
\lesssim \left( \sum_{2^i \sim 2^j > 2^k} + \sum_{2^i \sim 2^j > 2^k} \right) 2^{-j(a - \frac{1}{2} - \epsilon)} \left( \| \nabla_x > \alpha \nabla_y > \alpha P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k} \right)
$$

$$
+ \| \nabla_x > \alpha \nabla_y > \alpha P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k}
$$

$$
+ \sum_{2^i \sim 2^j > 2^k} 2^{-i(a - \frac{1}{2} - \epsilon)} 2^{\frac{i-k}{2}} \left( \| \nabla_x > \alpha \nabla_y > \alpha P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k} \right)
$$

$$
+ \| \nabla_x > \alpha \nabla_y > \alpha P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k}
$$

$$
+ \sum_{2^i \sim 2^j > 2^k} 2^{-i(a - \frac{1}{2} - \epsilon)} 2^{\frac{k-j}{2}} \left( \| \nabla_x > \alpha \nabla_y > \alpha P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k} \right)
$$

$$
+ \| \nabla_x > \alpha \nabla_y > \alpha P_2^1 P_2^2 F \|_{X^{\frac{1}{1 + 4}}_k}
$$

$$
\lesssim 2^{-i(a - \frac{1}{2} - \epsilon)} \left( \| \nabla_x > \alpha \nabla_y > \alpha F \|_{X^{\frac{1}{1 + 4}}_k} + \| \nabla_x > \alpha \nabla_y > \alpha \frac{1}{2} F \|_{X^{\frac{1}{1 + 4}}_k} \right)
$$

Now we sum over $i$ to get the desired result.
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