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Abstract

Methicillin resistant *Staphylococcus aureus* (MRSA) is a significant problem arising in healthcare, most commonly in large, tertiary-care hospitals, and its spread among patients causes many downstream effects, such as longer lengths of stay for patients, higher costs for hospitals and insurance companies, and in a significant number of cases, fatalities. An agent-based simulation model is developed to investigate the dynamics of MRSA transmission in the University of Maryland Medical Center (UMMC). The simulation model is used to examine the effectiveness of infection control procedures to reduce the spread of infection within the medical center. Specifically, simulation experiments are performed to examine the efficacy of hand hygiene compliance, patient screening, decolonization, patient isolation, patient cohorting, and nurse cohorting on the incidence of MRSA transmission and other relevant metrics. Preliminary testing has produced results comparable to those presented in the literature, specifically those relating to the effects of hand hygiene compliance. Specifically, a health care worker compliance of approximately 30% appears to be a critical value, below which a significant MRSA outbreak occurs and above which the transmission appears to be contained. In addition, hand hygiene compliance displays the law of diminishing returns, as further reduction in transmission requires significant increases in compliance.
Introduction

In large hospitals, there are a large number of patients as well as health care workers (HCWs) that come into contact with each other frequently throughout the course of a day. If one of those patients or HCWs becomes colonized with methicillin resistant *Staphylococcus aureus* (MRSA), the bacteria could spread by way of HCWs within the hospital. As a result, many patients fall victim to hospital-acquired, or nosocomial infection. It is estimated by the Committee to Reduce Infection Deaths (RID) that infections acquired in hospitals lead to over 100,000 deaths per year and an additional $30.5B in hospital costs [1]. More specifically, close to 300,000 (out of 2 million) infection cases involved MRSA, with close to 20,000 of those cases resulting in fatalities.

Many experts agree that hospital-acquired, or nosocomial, infections (HAIs) are almost entirely preventable [2], given a committed and capable healthcare institution. However, studies have shown that such measures have proven difficult to implement and enforce, due to both HCW non-compliance and cost considerations. These infection control policies consist of a number of measures aimed at reducing the incidence of MRSA transmission. The first measure aims at improving hand hygiene compliance of health care workers. The next policy involves screening patients for MRSA, at admission and with some frequency during their stay. This policy allows for the detection of colonized patients so that further measures can be taken to prevent transmission to other patients in the hospital.

Among these additional measures are patient isolation, decolonization, patient cohorting, and nurse cohorting. Patient isolation involves moving a colonized or infected patient to a single room, so that they are not as likely to colonize other patients. The decolonization process involves a regimen aimed at reducing or removing the presence of bacteria on the skin of patient, which is done typically through the use of antibiotics and alcohol-based bathing. Patient cohorting is an alternative to patient isolation, to be used when single patient rooms are not available. In this case, colonized patients are placed in rooms with other colonized patients so that they are not as likely to introduce the bacteria to susceptible patients. Nurse cohorting is the practice of assigning patients to nurse-specific groups, thereby decreasing the connectivity of HCWs and patients throughout the hospital, which should decrease the likelihood of transmission.

This study seeks to identify the most effective infection control measure or measures that could reduce the incidence of MRSA transmission without becoming cost prohibitive. To accomplish this goal, an agent-based simulation package is designed and developed to model MRSA transmission dynamics and investigate the impact of infection control measures (ICMs) in the University of Maryland Medical Center (UMMC).
Methodology

Historically, this problem has been approached using a number of survey and data collection techniques that evaluate a combination of one or more preventive measures [3]. More recently, an expansion in methodology has led to a number of studies using mathematical modeling [4,6,7] and simulation [5] to investigate the spread of MRSA within hospitals. These computational models allow researchers to evaluate potential solutions in a virtual environment so that hospital administrators can make informed decisions concerning infection control policy. However, mathematical models have limitations as well, as they are driven by dynamic equations that represent the macroscopic behavior of the system. Even when properly calibrated, these models lack realism as they fail to depict the low-level interactions that drive the entire system. These interactions are more naturally represented by agent-based modeling [8], a more recent approach, which is used to develop a software package to further investigate this problem.

Agent-based modeling (ABM) is a powerful technique that seeks to generate emergent characteristics from simple, rule-based individual behavior. In other words, the goal of ABM is to determine whether or not macroscopic trends can be generated from microscopic actions. This technique is used to define agents in a hospital, specifically patients, nurses, physicians, and visitors, that interact with each other throughout the simulation period. The interactions between agents serve as the source of transmission dynamics within the hospital. Discrete event simulation (DES) is used to propagate the interactions between the agents and serve as an interface to collect data for various configurations of hospital operations, such as the implementation of specific ICMs. The simulation is stochastic, implying there are many events that are determined through the use of pseudo-random number generation. The stochastic nature of the simulation requires multiple replications of each scenario to be executed, and thus Monte Carlo methods are also incorporated into the design of the software.

DES typically consists of three design methodologies: time stepped DES, event oriented DES, and process oriented DES. Time stepped DES propagates time using a fixed time step until the simulation time of a scheduled event has been reached, at which point the event is processed and time is advanced further. A significant disadvantage of time stepped DES is that if the events are distant in time, the simulation could propagate a long time without processing any events, which is an inefficient use of computational resources. Event oriented DES advances time to discrete simulation times at which an event is scheduled to occur, processing the scheduled event and then proceeding to the next scheduled event time. This methodology leads to a serial processing of events, which is simpler to implement, but still inefficient. Process oriented DES operates in a slightly different way, where each simulation component is modeled as a process that executes until the simulation has reached a terminating condition. Process oriented DES also advances to discrete simulation event times, but the execution of the simulation occurs as a series of parallel processes. The process oriented DES methodology is
becoming the most common technique used in simulation currently, and thus is the method of choice for this software project.

**Implementation**

In order to implement the agent-based model, each agent is defined in terms of its characteristics and behavior. This type of modeling is supported best by object-oriented programming (OOP), in which object classes are defined with inherent characteristics and methods. The simulation package is developed in Python, a dynamic object-oriented programming language [9]. In addition to basic Python, the NumPy, SciPy, and SimPy modules are also useful resources for building the software package. NumPy is a multi-dimensional array-based module that contains a large number of operations for arrays. SciPy is a module used for scientific computation tasks, which provides random number generation functions. SimPy consists of process oriented DES classes and methods which are used to develop the simulation architecture for the software.

There are two major object types in SimPy: processes and resources. The interactions between processes and resources are simulated through the use of a scheduler, which advances to discrete points in time to handle specific events. Processes can be used to model many real world objects that are progressing through a system. In SimPy, processes advance through a series of active and passive states defined by their process execution method (PEM) to represent the passage of time. There are a number of ways to start and stop processes during their execution. The first series of methods are yield statements, which cause a process to wait in a passive state until a certain criteria is met, such as a fixed passage of time or until a certain resource has been acquired or released. The second type of process control uses interruptions to awaken a process that is currently waiting. The process that is interrupted can determine the source of the interruption, and is then able to interact with that process in some way. The third method of process control uses events to signal waiting processes. This method can be implemented in two variations. The first technique is for all processes to be awakened that are waiting on the event once the event has been signaled. The second technique is that processes enter a queue for that specific event, and are awakened in a first-in first-out (FIFO) manner as the event is signaled. All of these techniques are used in the software to control the behavior of the agents as they interact with each other.

The agents in the simulation are all represented as processes, including patients, HCWs, visitors, and even hospitals. The only allowable interactions are between patients and HCWs, and patients and their visitors. Interactions between HCWs are not modeled at this time. All agents in the simulation are generated by a source agent, which varies in its operation depending on the type of agent being generated. Patients are generated continuously throughout the simulation as space becomes available in the waiting room of the hospital. This technique allows patient agents to be generated ‘as needed’ so as to prevent an *a priori* determination of the number of patients required to seed the simulation. HCWs are generated at the beginning of the simulation, as specified by
parameters. A fixed number of visitors are generated each day that each visit a single patient in the hospital at random.

There are three classes of resources in SimPy: resources, levels, and stores, two of which are used thus far in the software. Resources can have a finite or infinite capacity and are requested one unit at a time by processes. Hospital rooms, specifically beds, are modeled as resources that are requested by patients as they enter the hospital. Stores are finite capacity resources that can actually contain processes themselves, which can be requested by other processes in single or multiple quantities. Nurse and physician staffs are modeled as stores, where patients can request either type of HCW for a visit, before returning them so that they become available to other patients.

The transmission of MRSA can occur in one of three ways:

1. A newly admitted patient transmits the bacteria to an HCW,
2. a colonized HCW transmits the bacteria to the patient, or
3. a colonized visitor transmits the bacteria directly to the patient

The environment does not contribute to the likelihood of transmission or acquisition at this time. The transmission of MRSA between agents is determined stochastically, based on the risk level of the patient and the behavior of the HCWs that visit. Once colonized, a patient remains colonized until the patient either develops an infection or completes a decolonization regimen. The patient can only begin the decolonization or treatment process once the state of the patient has been determined by an HCW. The colonized state of the patient can be determined through a screening test whereas the infected state is ascertained by visual confirmation. An HCW can only become colonized through direct contact with a patient. A colonized HCW can become decolonized upon the occurrence of its next hand hygiene activity such as hand washing or using alcohol-based gels. The probability of an HCW agent washing its hands is based on its own hand hygiene compliance, factoring in the risk level and isolation status of the patient. Agent interactions and state transitions are summarized in Figure 1.

![Figure 1: Agent Interactions and State Transitions]
The general operation of the software includes three major stages: initialization, simulation, and output of results. During the initialization phase, all of the required modules are loaded into the simulation environment, including the agent class definitions, NumPy, SimPy, and SciPy modules. In addition, simulation parameters are defined such as the number of days to be simulated and the number of Monte Carlo replications to be executed. The hospital is also defined in this phase with a specified number of single and double rooms along with the infection control policy. Finally, the nurse and physician staffs are created for the hospital.

During the simulation phase, all of the processes are activated and proceed through their process execution methods. Patient agents enter the hospital and request a bed. When a bed becomes available, the patient is admitted and possibly screened if prescribed by the hospital infection control policy. If a bed is not yet available, the patient occupies a space (if available) in the hospital waiting room. Patient lengths of stay and the required number of visits per day are determine stochastically once the patient is admitted. Patients are visited each day by nurse and physician agents, and sometimes visitor agents, if they are fortunate enough to have friends and family. If active surveillance is enforced, the patient may be screened periodically for colonization. Once the screening test results have returned, the patient may receive treatment based on the results. If the patient tests positive for colonization or shows signs of an infection, the patient may undergo decolonization or be moved to isolation. During each visit, MRSA can be transmitted to or from the patient. If a nurse or physician visits the patient, they have the opportunity to wash their hands once the visit is complete. For each patient that acquires an infection, their stay is extended by a randomly generated period of time. Otherwise, that patient is released at the end of their predetermined period of stay and another patient is admitted.

At the end of each replication, statistics are accumulated before moving on to the next replication. Once all replications have been simulated, an auxiliary function is called, which prints the results of the simulation. The output displays three categories of information, including the simulation parameters as well as the infection control policy of the hospital and the simulation results averaged over the number of replications. The simulation parameters consist of the number of simulated days and replications as well as the size of the hospital and medical staffs. The policy is summarized in terms of which measures are taken in addition to any parameters involved with a particular measure, such as the frequency of patient screening, delay in the return of screening test results, or the decolonization period for colonized and infected patients. The simulation results present a number of statistics related to the execution of the simulation, many of which are averaged over the number of replications. The first set of statistics summarize the population statistics within the hospital, such as the total number of patients, the number of patients discharged, and the average length of stay. The next set of statistics display information related to the implemented ICMs, such as the number of patient screening or the number of patients that completed the decolonization process. The last series of statistics relate to the infection metrics, which summarize the spread of infection within the hospital. Finally, there are two measures output intended to track execution time, including the number of random number generator calls and the execution time itself. A sample output of the software is shown in Figure 2.
There are a number of standard metrics from the literature that are used to evaluate the effectiveness of infection control procedures. The first of these is the successful introduction rate, which is the number of secondary MRSA cases arising from transmission within the hospital. This metric gives a clear depiction of the susceptibility of the hospital to outbreaks. Another important metric is mean ward prevalence, which is the percentage of hospital days on which at least one colonized patient was present. This metric describes the degree to which MRSA is present within the hospital, which correlates with the ability to eliminate the bacteria completely. The percentage of colonized patient days represents the proportion of days spent as a colonized or infected patient in the hospital. This metric is a good representation of quality, as low proportions indicate not only a low incidence of cross-transmission, but a quick response to those patients who have become colonized or infected. The attack rate is calculated as the ratio of MRSA transmissions to uncolonized patient days. This metric represents the number of uncolonized patient days between a secondary case of MRSA. Finally, the basic reproduction number, $R_0$, is a key indicator of whether an outbreak will occur. $R_0$ is the mean number of secondary cases that results from a single source patient, being one who was admitted at a colonized state. Typically, if $R_0 > 1$, then an outbreak is likely to occur.
within the hospital, as the average colonized patient will transmit MRSA through an HCW to at least one other patient.

As a preliminary test, the effects of hand hygiene compliance were investigated with respect to successful introduction rate and $R_0$. HCW hand hygiene compliance was varied from 0% to 100% in 10% increments. The simulation was executed for a hospital with 10 single and 20 double rooms for a period of 100 days. There were no ICMs implemented to test the susceptibility of the hospital to an outbreak. The results of the study are shown in the figure below, averaged over 5 simulation replications:

![Figure 3: Results of Hand Hygiene Compliance Study](image)

It is clear from the plots in Figure 3 that 30% compliance appears to be a threshold value. For compliance rates below 30%, a significant MRSA outbreak occurs in the hospital. At higher rates of compliance, the spread of MRSA appears to be contained. It is no coincidence that a hand hygiene compliance of 30% corresponds approximately to an $R_0$ of unity. It is also evident from the plots that increasing hand hygiene compliance displays the law of diminishing returns, requiring dramatic increases in compliance to reduce transmission significantly further, as concluded from the literature (Figures 4 [4] and 5 [6]).
It is clear at this point that a crucial issue with this software and with agent-based modeling and simulation (ABMS) in general is simulation execution time. There is a relatively small amount of code at compile time, but this increases many times over at execution time, due to the many process instances executing the same PEMs during the simulation. Therefore, only small examples are capable of running on single processors in a reasonable amount of execution time. As verification, the following two examples were tested on a personal laptop and a single processor on the Genome Cluster at the University of Maryland. The Genome Cluster currently employs 16 processors and 64GB of RAM. At this point, the implementation of the software is entirely serial, thus the computing power of the Genome Cluster has not yet been directed at this issue.

<table>
<thead>
<tr>
<th></th>
<th>Small Example</th>
<th>Large Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation Days</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>Hospital Capacity (beds)</td>
<td>15</td>
<td>500</td>
</tr>
<tr>
<td>Staff (nurses/physicians)</td>
<td>5 / 3</td>
<td>50 / 20</td>
</tr>
<tr>
<td>Infection Control</td>
<td>Screening/Decolonization</td>
<td>Screening/Decolonization</td>
</tr>
<tr>
<td>Replications</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>PC Execution Time</td>
<td>13.1 seconds</td>
<td>13.2 hours</td>
</tr>
<tr>
<td>Genome Execution Time</td>
<td>9.2 seconds</td>
<td>9.2 hours</td>
</tr>
</tbody>
</table>

Figure 6: Execution Time Summary

**Future Work**

The first priority of this ongoing work will be to continue the implementation of the infection control measures, beginning with patient isolation. Now that patient screening has been implemented and HCWs are capable of detecting colonized and infected patients, measures can be taken to control transmission throughout the hospital. In addition to the not yet implemented infection control measures, there will be some expansion on the current capabilities, including the implementation of a hand hygiene efficacy parameter and probabilistic patient screening.
The second priority will be to improve the simulation execution time, through the examination of code efficiency and the investigation of a parallel implementation, which will be capable of taking advantage of the multi-processor Genome computing cluster at the University of Maryland. The parallel implementation will be developed using Parallel Python (PP), an additional Python module that allows for simple parallelization of code. The parallelized version of the software will run separate simulation replications on multiple processors and aggregate the simulation results.

The third major focus will involve further validation and testing of the software. This process will include additional trend matching as described in the literature and new avenues of exploration. In order to make testing more feasible, a parameter input system will be designed, so that test runs can be executed with a higher degree of automation. If time allows, a graphical user interface (GUI) will be developed to facilitate this process. In addition, output files will be generated so that results will not require manual recording. MATLAB may be used to perform output analysis and visualization.

**Project Schedule**

The original project schedule is shown in Figure 7. At this stage of the project, it appears that my progress has kept to the schedule fairly well. The project definition state has been completed, although we are planning to meet with UMMC again early next year. The software development phase has progressed significantly, and as a result, some additional features will be implemented in the future. The class definitions, architecture, Monte Carlo, and metric tracking aspects are already implemented, although they may be expanded further. Preliminary testing has already begun, but the majority of this phase will be implemented in the future. Looking forward, it appears as if the software and analysis milestones will be delayed somewhat, but no more than 2-4 weeks as there are additional implementation aspects that have been added to the original proposal, such as the parallel implementation and expanded infection control measures. This delay will not interfere with the final documentation and presentation tasks.
Figure 7: Original Project Schedule
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