Unless otherwise stated, you may appeal to a "well known theorem" in your solution to a problem, but if you do, it is your responsibility to make it clear which theorem you are using and why its use is justified. You may use any given hint without proving it. In problems with multiple parts, be sure to go on to the rest of the problem even if there is some part you cannot do. In working on any part, you may assume the answer to any previous part, even if you have not proved it.

1. Let $f \in AC[0,1]$ be an absolutely continuous function on $[0,1]$ with $f > 0$. Prove that $1/f \in AC[0,1]$.

2. The functions $\{f_n\}$ are holomorphic on a domain $D$ and converge uniformly on compact subsets to a function $f$. Show that either $f$ is identically zero or for each open subset $U$ of $D$ with compact closure in $D$ and with $f$ having no zeros on the boundary of $U$ that: there is an integer $n_U$ such that for $n \geq n_U$, $f_n$ and $f$ have the same number of zeros on $U$.

3. Let $f \in L^p(\mathbb{R})$, $1 \leq p < \infty$, $\alpha > 0$, and define
   $$E_\alpha(f) = \{x \in \mathbb{R} : |f(x)| > \alpha\}.$$  
   (i) Show that $E_\alpha$ has finite Lebesgue measure.
   (ii) Use (i) to show that every $f \in L^p(\mathbb{R})$, $1 \leq p \leq 2$, can be decomposed as $f_1 + f_2$ where $f_1 \in L^1(\mathbb{R})$ and $f_2 \in L^2(\mathbb{R})$.

4. Let $F$ be the set of holomorphic maps $f$ with $f(0) = i$ and domain the unit disc $D$ and range contained in the upper half plane $\mathbb{H}$. Show that the supremum of the imaginary parts $\sup_{f \in F} \Im f(i/2)$ is bounded (3 points). Find the supremum and justify your answer (7 points).

5. Let $\{f_n\}$ be a sequence of measurable functions which converges a. e. to $f$ on $\mathbb{R}$, and suppose there exists $g \in L^1(\mathbb{R})$ such that for all $n \geq 1$, $|f_n| \leq g$ a. e. on $\mathbb{R}$. Given $\epsilon > 0$, prove that there is a measurable subset $A \subset \mathbb{R}$ such that $m(A) < \epsilon$ and $f_n \to f$ uniformly on $A^c$.

6. Suppose $R$ is a region with $f$ a non constant holomorphic function on $R$. Suppose $D$ is an open disc with $\overline{D} \subset R$ and with $|f|$ constant on the boundary of $D$. Prove that $f$ has zeros in $D$. 
Since $f \in AC([a, b])$, $f$ is continuous and $[a, b]$ compact, $f$ has a minimum $\frac{1}{M}$. So, $f > \frac{1}{M}$.

\[
\sum_{k=1}^{n} \left| \frac{1}{f(a_k)} - \frac{1}{f(b_k)} \right| = \sum_{k=1}^{n} \left| \frac{c(a_k) - c(b_k)}{p(a_k) f(b_k)} \right| \leq \frac{M^2}{n} \left| f(a_k) - f(b_k) \right|
\]

Choose $\delta$, so that $\sum_{k=1}^{n} \left| f(a_k) - f(b_k) \right| \leq \frac{\varepsilon}{M^2}$. \qed
Let $f_n = \inf \{ |f(x)| : x \in B_n \} > 0$.

Then \( \{ f_n \} \to f \) uniformly on \( U \).

In s.t. \( \forall n \geq N \), \( f_n \) has no zeros on \( \overline{U} \).

\[ |f - f_n| \leq \frac{1}{2} \delta < |f| + |f_n| \text{ on } U \text{ and } n \geq N. \]

So by Rouche's Theorem, \( f \) and \( f_n \) have the same number of zeros on \( U \).
(i) \( f \in L^p(\mathbb{R}) \Rightarrow \int \lvert f \rvert^p = M < \infty \)

\[
M = \int_\mathbb{R} \lvert f \rvert^p \geq \int_{E_a(f)} \lvert f \rvert^p \geq \int_{E_a(f)} \lvert \lambda \rvert^p = \lvert \lambda \rvert^p m(E_a(f))
\]

so \( m(E_a(f)) \leq \frac{M}{\lvert \lambda \rvert^p} < \infty \)

(ii) Let \( \alpha = 1 \), let \( A = E_1(f) \)

\[
\mathcal{F} = \chi_{\alpha} \cdot f + \chi_{R \setminus A} \cdot f
\]

\[
\int \lvert \chi_{\alpha} \cdot f \rvert \leq \left( \int \lvert f \rvert^p \right)^{\frac{1}{p}} \cdot \left( \int (\chi_{\alpha})^2 \right)^{\frac{1}{2}} = M^{\frac{1}{p}} m(\chi_{\alpha})^{\frac{1}{2p}} \text{ by (i)} < \infty
\]

\[
\Rightarrow \chi_{\alpha} \cdot f \in L^1(\mathbb{R})
\]

\[
\int \lvert \chi_{R \setminus A} \cdot f \rvert^2 \leq \int_{R \setminus A} \lvert f \rvert^2 = \int_{R \setminus A} (\lvert f \rvert^p)^{\frac{2}{p}}
\]

on \( R \setminus A \) \( (\lvert f \rvert^p)^{\frac{2}{p}} \leq \lvert f \rvert^p \) and \( p < 2 \), \( 2/p > 1 \)

\[
\Rightarrow (\lvert f \rvert^p)^{\frac{2}{p}} \leq \lvert f \rvert^p
\]

so \( \int_{R \setminus A} (\lvert f \rvert^p)^{\frac{2}{p}} \leq \int_{R \setminus A} \lvert f \rvert^p \leq M < \infty \)

\[
\Rightarrow \chi_{R \setminus A} \cdot f \in L^2(\mathbb{R})
\]
Given \( f \) s.t. \( f(0) = i \), let \( u \) be its imaginary part. 

\( u \) is harmonic since \( f \) is holomorphic on \( D \). Apply Harnack's inequality to give you

\[
\frac{R-r}{R+r} u(0) \leq u(a+re^{i\theta}) \leq \frac{R+r}{R-r} u(0)
\]

where \( u \) is defined on \( B(a;R) \) so \( a \geq 0 \), \( R > 1 \) so

\[
\frac{1}{3} = 1 - \frac{r^2}{R^2} \leq u\left(\frac{1}{2}\right) \leq \frac{1}{1 - \frac{r^2}{R^2}} - 1 = 3
\]

So \( \sup\{u\left(\frac{1}{2}\right) | u \in \mathcal{U} \text{ has } v(0) = 0, u(0) = 1, u(z) \geq 0 \} \leq 3 \)

b) \( h = \frac{z+i}{i(z+1)} \hfill h(D) = \mathbb{D} \geq 0 \)

and \( h\left(\frac{1}{2}\right) = 3i \) so the supremum is exactly 3. \( \square \)
Claim: \( \forall \eta, \delta > 0 \ \exists A \subset \mathbb{R} \) measureble with \( |f - f_n| < \eta \ \forall n \geq N \)
on A and \( m(\mathbb{R} \setminus A) < \delta \)

\[ E_n(\eta) = \bigcup_{m \in \mathbb{N}} \{ x \mid |f(x) - f_m(x)| > \eta \} \]

\[ |f - f_n| \leq 2g \]

\[ m(E_n(\eta)) \leq m(\{ x \mid 2g > \eta \}) < \infty \Rightarrow 2g \in L^1(\mathbb{R}) \]

\[ \lim_{n \to \infty} m(E_n(\eta)) = 0 \] now since \( f_n \to f \) and each \( E_n(\eta) \) is new null.

\[
\begin{aligned}
\left[ \begin{array}{c}
\text{To finish the proof see the last part of the proof of Egorov's theorem}.
\end{array} \right]
\end{aligned}
\]

\[
\begin{aligned}
\left[ \begin{array}{c}
\text{In Fitzpatrick's Basic we just generalized lemma to needed to prove Egorov.}
\end{array} \right]
\end{aligned}
\]
Suppose $f$ has no zeroes in $D$. If $f$ is constant on $\partial D$,

$$\max_{\partial D} |f| = \max_0 |f| = M$$

Since $f$ has no zeroes, $\frac{1}{f}$ is analytic and constant $\frac{1}{M}$ on $\partial D$.

$$\min_{\partial D} |f| = M$$

So $|f|$ is constant.

So $f(D) \subseteq \mathbb{C} \ni |z| = |M^2|$.

But open mapping theorem says that's impossible.

(All claimed proofs)

$$f = u + iv$$

$$M^2 = |f|^2 = u^2 + v^2$$

Differentiate:

$$0 = 2uu_x + 2vv_x$$

Similary:

$$0 = 2(u_y)^2 + 2uu_{yy} + 2(v_y)^2 + 2vv_{yy}$$

We $u_x + u_y = 0$ and $u_{xx} + v_{yy} = 0$. Add the last two lines to get

$$(u_x)^2 + (u_y)^2 + (v_x)^2 + (v_y)^2 = 0$$

$$\Rightarrow u_x = u_y = v_x = v_y = 0 \Rightarrow f \text{ is constant.}$$